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Foreword

This Specification was approved by CCITT on XXXXX and by 1SO on XXXXX. It was prepared by
the Joint Bi-level Image Experts Group (JBIG) of 1SO-IEC/JTCL/SC2/WG9 and CCITT/SGVIII. This
experts group was formed in 1988 to establish a standard for the progressive encoding of bi-level
images.

A progressive encoding system transmits a compressed image by first sending the compressed data for a
reduced-resolution version of the image and then enhancing it as needed by transmitting additional
compressed data, which builds on that already transmitted. This Specification defines a coding method
having progressive, progressive-compatible sequential, and single-progression sequential modes and
suggests a method to obtain any needed low-resolution renditions. It has been found possible to
effectively use the defined coding and resolution-reduction algorithms for the lossess coding of
greyscale and color images as well as bi-level images.

Annexes A to F are informative and thus do not form an integral part of this Specification.
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Introduction and overview (informative)
.1 General characteristics

This Specification defines a method for lossless compression encoding of a bi-level image (that is, an
image that, like a black-and-white image, has only two colors). The defined method can also be used
for coding greyscale and color images. Being adaptive to image characteristics, it is robust over image
type. On scanned images of printed characters, observed compression ratios have been from 1.1 to 1.5
times as great as those achieved by the MMR encoding algorithm (which is less complex) described in
CCITT Recommendations T.4 (G3) and T.6 (G4). On computer generated images of printed characters,
observed compression ratios have been as much as 5 times as great. On images with greyscale rendered
by halftoning or dithering, observed compression ratios have been from 2 to 30 times as great.

The method is bit-preserving, which means that it, like the CCITT T.4 and T.6 Recommendations, is
distortionless and that the final decoded image is identical to the original.

The method also has "progressive" capability. When decoding a progressively coded image, a low-
resolution rendition of the original image is made available first with subsequent doublings of resolution
as more data is decoded. Note that resolution reduction is performed from the higher to lower resolution
layers, while decoding is performed from the lower to higher resolution layers. The lowest-resolution
image sent in a progressive sequence is a sequentially coded image. In a single-progression sequential
coding application, this is the only image sent.

Progressive encodings have two distinct benefits. One is that with them it is possible to design an
application with one common database that can efficiently serve output devices with widely different
resolution capabilities. Only that portion of the compressed image file required for reconstruction to the
resolution capability of the particular output device has to be sent and decoded. Also, if additiona
resolution enhancement is desired, for say, a paper copy of an image already on a CRT screen, only the
needed resolution-enhancing information has to be sent.

The other benefit of progressive encodings is that they can provide subjectively superior image browsing
(on a CRT) for an application using low-rate and medium-rate communication links. A low-resolution
rendition is transmitted and displayed rapidly, and then followed by as much resolution enhancement as
desired. Each stage of resolution enhancement builds on the image aready available. Progressive
encoding can make it easier for a user to quickly recognize the image as it is being built up, which in
turn allows the user to interrupt the transmission of the image.

Let D denote the number of doublings in resolution (called differential layers) provided by the
progressive coding. Let Ip denote the highest resolution image and let its horizontal and vertical
dimensions in pixels be Xp and Yp. Let Ry denote the sampling resolution of the image I .

This Specification imposes almost no restrictions on the parameters Ry, Xp, Yp, or D. Choices such as
400 or 200 dpi (dots-per-inch) for the resolution Ry of the top layer result in a hierarchy of resolutions
commensurate with current facsimile standards. Choosing R, as 600 or 300 dpi gives a progressive
hierarchy more compatible with the laser printer resolutions available as of the writing of this
Specification.

It is anticipated that D will typically be chosen so that the lowest resolution is roughly 10 to 25 dpi.
Typical bi-level images when reduced to such a resolution are not legible, but nonetheless such low-
resolution renditions are still quite useful and function as automatically generated icons. Page layout is
usually apparent and recognition of particular pages that have been seen before at higher resolution is
often possible.

As mentioned above, this Specification does not restrict the number D of resolution doublings. It can
be set to O if progressive coding is of no utility, as is the case, for example, in hardcopy facsimile.
Doing so retains JBIG’s compression advantage over MMR (and in fact usually increases it somewhat),
while eliminating the need for any buffering and simplifying the algorithm. Single-progression
sequential JBIG coding has potential applications identical to those of MMR coding. Images
compressed by a single-progression sequential encoder will be readable by decoders capable of
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progressive decoding, although only the lowest resolution version of a progressively encoded image will
be decodable by a single-progression sequential decoder.

It is possible to use this Specification for the lossless coding of greyscale and color images by coding
bit-planes independently as though each were itself a bi-level image. This approach to the coding of
greyscale and color images can be used as an alternative to the photographic encoding specification
ISO/IEC—10918 (JPEG) in its lossless mode. Preliminary experimental results have shown that JBIG
has a compression advantage over JPEG in its lossless mode for greyscale images up to 6 bits-per-pixel.
For 6 to 8 bits-per-pixel the compression results have been similar for both JBIG and JPEG. This
Specification makes provision for images with more than one bit plane, but makes no recommendation
on how to map greyscale or color intensities to bit-planes. Experimentally, it has been found that for
greyscale images a mapping via Gray-coding of intensity is superior to a mapping via simple weighted-
binary coding of intensity.

1.2 Stripes and data ordering

When it is necessary to distinguish progressive coding from the more traditional form of image coding
in which the image is coded at full resolution from left to right and top to bottom, this older form of
coding will be referred to as "sequential.” The advantage of sequential coding over progressive coding
is that no page (frame) buffer is required. Progressive coding does require a page buffer at the next-to-
highest resolution because lower resolution images are used in coding higher resolution images.

It is possible to create a JBIG datastream with only a lowest resolution layer and this can be named
single-progression sequential coding. In such coding, a full-resolution image is coded without reference
to any differential resolution layers. The parameter D (mentioned in clause 1.1) is set equal to zero. It
should be noted that in a progressive encoding of an image, the lowest resolution layer is actually
encoded in single-progression sequential coding. If a full-resolution image is encoded using single-
progression sequential coding, it will not be possible to decode the image progressively.

Coding in the progressive-compatible sequential mode is said to be "compatible” with coding in the
progressive mode because the datastreams created (encoder) or read (decoder) in either mode carry
exactly the same information. All that changes with a switch from progressive to progressive-
compatible sequential encoding is the order in which parts of the compressed data are created by the
encoder. All that changes with a switch from progressive to progressive-compatible sequential decoding
is the order in which these parts are used by the decoder.

This compatibility is achieved by breaking an image into smaller parts before compression. These parts
are created by dividing the image in each of its resolution "layers' into horizontal bands called "stripes.”
Progressive-compatible sequential coding does require a "stripe" buffer (much smaller than a page
buffer) and some additional memory used for the adaptive entropy coding of each resolution layer.

Figure 1-1 shows such a decomposition when there are three resolution layers, three stripes per layer,
and only one bit plane. Table I-1 shows defined ways to sequence through the nine stripes.
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Figure I-1 — Decomposition in the special case of 3 layers, 3 stripes, and 1 bit plane

Table 1-1 — Possible bi-level data orderings

[H TOLO UseQ U Example order g
°"0 S0 0012345678
o O ol @0,3,6 1,4,7 2,58
01 00 06,7,83450/1,20
H 1 H1 H6,307,4,18,52H

Notice that in addition to the progressive-versus-sequential distinction that is carried by the SEQ bit,
there is also a resolution-order distinction that is carried by the Hl TOLO bit. Encoders work from high
resolution downward and so most naturally encode the stripes in HI TOLO order. Decoders must build
up the image from low resolution and so most naturally process stripes in the opposite order. When an
application uses an encoder that sends progressively coded data directly to a decoder, one or the other
must buffer to invert the order. When an application includes a database, the database (with appropriate
setup) can be used to buffer and invert the order (including setting HI TOLO correctly) thereby removing
this requirement from the encoder and decoder.

A stripe has a vertical size that is typically much smaller than that of the entire image. The number L
of lines per stripe at the lowest layer is another free parameter. As an example, Lo might be chosen so
that a stripe is about 8 mm. If such a choice is made, the number S of stripes in an image of a
business-|etter-sized sheet of paper will be about 35.

When there is more than one bit plane, as in Figure I-2, there are twelve defined stripe orderings. Table
I-2 lists them. As before, the Hl TOLO hit carries the resolution-order distinction, and the SEQ bit
carries the progressive-versus-sequential distinction. When the | LEAVE bit is 1, it indicates the
interleaving of multiple bit planes. When the SM D bit is 1, it indicates s, the index over the stripe, is
in the middle as shown more clearly in Table 11 of subclause 6.2.4.
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Figure |-2 — Decomposition in the special case of 3 layers, 3 stripes, and 2 bit planes

Table -2 — Possible multi-plane data orderings

I TOLO UseQ UiLEAVE UsmbD U Example order

0 g 0 g O p(o0, 01,02 06 07,08 12,13,14) (03, 04,05 09, 10, 11 15, 16, 17)
0(00, 01, 02 03, 04,05) (06, 07,08 09,10, 11) (12,13, 14 15, 16, 17)
U(00,03 01,04 02,05) (06,09 07,10 08,11) (12,15 13,16 14,17)
5(00,06,12 03, 09, 15) (01, 07,13 04,10, 16) (02, 08, 14 05, 11, 17)
;( 00, 06, 12 01, 07, 13 02, 08, 14) (03, 09, 15 04, 10, 16 05, 11, 17)
0(00, 03 06,09 12,15) (01,04 07,10 13,16) (02,05 08,11 14,17)
O(12, 13, 14 06,07, 08 00,01, 02) (15,16,17 09, 10,11 03, 04, 05)
0(12, 13,14 15,16,17) (06, 07,08 09, 10, 11) (00, 01,02 03, 04, 05)
0(12,15 13,16 14,17) (06,09 07,10 08,11) (00,03 01,04 02, 05)
0(12, 06,00 15,09, 03) (13,07,01 16, 10, 04) (14,08,02 17, 11, 05)
O(12, 06,00 13, 07,01 14,08,02) (15,09,03 16,10, 04 17,11, 05)
H(12, 15 06,09 00,03) (13,16 07,10 01,04) (14,17 08,11 02, 05)

DDDDDDDDDDDDDDD[]E
PR RPRPRRRPROOOOOO
OOOooooooOooooOooQdd
PR RPOOORRERLROO
OOooooooooooooo
RFPOORROROORLER
OOooooooooooooo
OrOROOORORO
OOOoooooooooooooo o

The two new variables | LEAVE and SM D plus the two earlier variables H TOLO and SEQ make it
possible to index all twelve of these orders. Four of the sixteen possible combinations for the these four
binary variables have no stripe ordering associated with them. If there is only one plane, stripe order is
not dependent on | LEAVE and SM D and their values are ignored.

The compressed data Cs 4, for stripe s of resolution layer d of bit-plane p is independent of stripe
ordering. All that changes as H TOLO, SEQ, | LEAVE, and SM D vary is the order in which the data
is concatenated onto a datastream. This is the compatibility feature noted earlier.

For simplicity, the remainder of this introductory clause will assume there is only one bit plane and the
subscript p denoting bit plane will be dropped from Cs 4 .

1.3 Encoder functional blocks

An encoder can be decomposed as shown in Figure I-3. (In single-progression sequential coding only
the Lowest-Resolution-Layer Encoder would be used.)

Vi
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Figure |-3 — Decomposition of encoder

Although conceptualy there are D differential-layer encoders as shown in Figure 1-3, some
implementations may choose to recursively use one physical differential-layer encoder.

[.3.1  Differential layer encoder

Each of the differential-layer blocks of Figure I-3 is identical in function, hence only a description of the
operation at one layer is needed. For such a description there are only two resolution layers involved.
For simplicity in the remainder of this clause, the incoming image will be referred to as the "high-
resolution” image and the outgoing image, as the "low-resolution” image. Note though that the "high"
and "low" resolution images of any particular differential-layer block in Figure 1-3 are not in general the
highest and lowest resolution images of the entire system.

A differential-layer encoding block of Figure 1-3 can itself be decomposed into sub-blocks as shown in
Figure 1-4. Not all sub-blocks need be used in al systems. Refer to the tables in clause 4 for a
definition of signal names.

Vi
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Figure I-4 — Differential layer encoder

Acronyms for the processing blocks of this figure and some others to be discussed in this introductory
clause are given in Table I-3.

Table 1-3 — Acronyms for processing blocks

[Acronym U Meaning U
EAAD EAdaptive Arithmetic Decoder S
AAE Adaptive Arithmetic Encoder [
CAT OAdaptive Templates O
tbp UDeterministic Prediction N

T UM odel Templates E

R rjResolution Reduction 0
oreB OTypical Prediction (Bottom) 0
greb ATypical Prediction (Differential) 3

1.3.1.1 Resolution Reduction

The resolution-reduction (RR) block performs resolution reduction. This block accepts a high-resolution
image and creates a low-resolution image with, as nearly as possible, half as many rows and haf as
many columns as the original.

An obvious way to reduce the resolution of a given image by a factor of two in each dimension is to
subsample it by taking every other row and every other column. Subsampling is simple, but creates
images of poor subjective quality, especialy when the input image is bi-level.

For bi-level images containing text and line drawings, subsampling is poor because it frequently deletes
thin lines. For bi-level images that contain halftoning or ordered dithering to render greyscale,
subsampling is poor because greyness is not well preserved, especialy if the dithering period is a power
of two, as is frequently the case.

This Specification suggests a resolution reduction method. This particular method has been carefully
designed, extensively tested, and found to achieve excellent results for text, line art, dithered greyscale,
halftoned greyscale, and error-diffused greyscale.

viii
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.3.1.2 Differential-Layer Typical Prediction

The differential-layer typical prediction (TP) block provides some coding gain, but its primary purpose is
to speed implementations. Differential-layer TP looks for regions of solid color and when it finds that a
given current high-resolution pixel for coding is in such a region, none of the processing normally done
in the DP, AT, MT, and AAE blocks is needed. On text or line-art images, differential-layer TP usually
makes it possible to avoid coding over 95% of the pixels. On bi-level images rendering greyscale,
processing savings are significantly smaller.

1.3.1.3 Deterministic Prediction

The purpose of the deterministic-prediction (DP) block is to provide coding gain. On the set of test
images used in the development of this Specification it provided a 7% gain, and such a gain is thought
to be typical.

When images are reduced in resolution by a particular resolution reduction algorithm, it sometimes
happens that the value of a particular current high-resolution pixel to be coded is inferable from the
pixels already known to both the encoder and decoder, that is, all the pixels in the low-resolution image
and those in the high-resolution image that are causally related (in a raster sense) to the current pixel.
When this occurs, the current pixel is said to be deterministically predictable. The DP block flags any
such pixels and inhibits their coding by the arithmetic coder.

DP is a table driven agorithm. The values of particular surrounding pixels in the low-resolution image
and causal high-resolution image are used to index into a table to check for determinicity and, when it is
present, obtain the deterministic prediction. DP tables are highly dependent on the particular resolution
reduction method used. Provision is made for an encoder to download DP tables to a decoder if it is
using a private resolution reduction algorithm. If an application requires default DP, decoders need to
always have the default DP tables and no DP tables need be sent. Hence, if the suggested resolution
reduction algorithm is used, no DP table need ever be sent.

1.3.1.4 Mode Templates

For each high-resolution pixel to be coded, the model-templates (MT) block provides the arithmetic
coder with an integer called the context. This integer is determined by the colors (binary levels) of
particular pixels in the causal high-resolution image, by particular pixels in the already available low-
resolution image, and by the spatial phase of the pixel being coded. "Spatial phase” describes the
orientation of the high-resolution pixel with respect to its corresponding low-resolution pixel.

The arithmetic coder maintains for each context an estimate of the conditional probability of the symbol
given that context. The greatest coding gain is achieved when this probability estimate is both accurate
and close to 0 or 1. Thus good templates have good predictive value so that when the values of the
pixels in the template are known, the value of the pixel to be coded is highly predictable.

.3.1.5 Adaptive Templates

The adaptive-templates (AT) block provides substantial coding gain (sometimes as much as a factor of
two) on images rendering greyscale with halftoning. AT looks for periodicity in the image and on
finding it changes the template so that the pixel preceding the current pixel by this periodicity is
incorporated into the template. Such a pixel has excellent predictive value.

Such changes are infrequent, and when one occurs, a control sequence (indicated symbolicaly by

ATMOVE in Figure 1-4) is added to the output datastream. Hence, decoders need not do any processing
to search for the correct setting for AT.
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.3.1.6 Adaptive Arithmetic Encoder

The adaptive-arithmetic-encoder (AAE) block is an entropy coder. It notes the outputs of the TP and
DP blocks to determine if it is even necessary to code a given pixel. Assuming it is, it then notes the
context and uses its internal probability estimator to estimate the conditional probability that the current
pixel will be a given color. Often the pixel is highly predictable from the context so that the conditional
probability is very close to 0 or 1 and a large entropy coding gain can be realized.

Maintaining probability estimates for each of the contexts is a nontrivial statistical problem. A balance
must be struck between obtaining extremely accurate estimates and the conflicting need of adapting
quickly to changing underlying statistics.

[.3.2  Lowest-resolution-layer encoder

Figure I-5 shows a lowest-resolution-layer encoder. It is conceptually simpler than the differential-layer
encoder because the RR and DP blocks are not applicable. Refer to the tables in clause 4 for a
definition of signal names. (Not all sub-blocks need to be used in al systems.)

Lowest-resolution-layer TP like differential-layer TP is primarily intended to speed processing. The
algorithms used for the two versions of TP are quite different, however, and it is not possible to skip as
high a percentage of pixels with lowest-resolution-layer TP as it is with differential-layer TP. On
images with text and line art, lowest-resolution-layer TP allows skipping about 40% of the pixels.

ATMOVE
Is,O
Typical . Adaptive| C
Prediction T/*e?naplt;‘t’; Tg"ﬂ"?ges Arithmeticl— >0 —
(Bottom) P P Encoder
SLNTP
TPVALUE
Figure |-5 — Lowest-resolution-layer encoder
.4 Decoder functional blocks

Figures 1-6, 1-7, and 1-8 are analogous to Figures I-3, 1-4, and I-5 but show decoding rather than
encoding. Note that the RR and AT blocks do not appear in the decoder. Refer to the tables in clause 4
for a definition of signal names. In single-progression sequential coding only the Lowest-Resolution-
Layer-Decoder block of Figure I-6 would be used. Not all sub-blocks in Figures I-7 and 1-8 need be
used in all systems.
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Figure |-6 — Decomposition of decoder
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Figure |-7 — Differential layer decoder
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Figure I-8 — Lowest-resolution-layer decoder
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PROGRESSIVE BI-LEVEL IMAGE COMPRESSION

1 Scope

This Specification defines a bit-preserving (lossless) compression method for coding image bit-planes
and is particularly suitable for bi-level (two-tone, including black-white) images.

2 Nor mative refer ences

There are no normative references. Informative references to standards and to the technical literature are

listed in Annex F.

3 Definitions

For the purposes of this Specification, the following definitions apply.

adaptive arithmetic coder

adaptive templates (AT)

AT lag

AT pixel

bit-plane

bit-plane interleaving

byte
byte stuffing

context

deterministic prediction (DP)

A mechanism for adaptively compressing data by
using observed data characteristics to predict and
code future data symbols.

Model templates which can be modified by moving
an AT pixel during the processing of an image to
take advantage of observed patterns in the image.

The distance in pixels between the pixel being
encoded and the AT pixel.

A specia pixel in the model template that is
allowed to adaptively change its location during
the processing of an image.

An aray (or "plane') of bi-level symbols
constructed from an image by choosing a particular
bit from each pixel.

A method used for mixing together two or more
bit-planes of data into a single stream.

Eight bits of data.

A mechanism for unambiguously distinguishing
between predefined escape bytes indicating the
start of a marker segment and bytes identical to the
escape byte which naturally occur in a compressed
datastream.

An integer corresponding to the specific pattern of
the template and spatial phase (if needed) that is
used to identify the index of the state of the
adaptive arithmetic coder to be used for coding the
current pixel.

A method for exactly predicting (and therefore not
coding) individual pixels in an image by using a
lower resolution version of the same image along
with very specific knowledge of the method of
resolution reduction used.



differential layer encoder/decoder
differential-layer image

entropy coder

escape byte

high-resolution pixel

line not typical (LNTP)

lowest-resolution-layer image
low-resolution pixel
marker

marker byte

marker segment

model template

pixel

progressive behavior

progressive coding

progressive-compatible sequential coding

protected stripe coded data (PSCD)

ISO/IEC 11544

A mechanism for encoding/decoding differential-
layer images.

An image at a given resolution which is described
by making reference to pixels in a lower-resolution
image.

Any lossless method for compressing data.

A byte in a datastream signifying that information
to follow has specia marker-code meaning.

A pixel from the higher resolution image of the
two resolution layers under discussion.

A condition which occurs during typical prediction
when one or more of the pixels associated with a
given low-resolution line would be predicted
incorrectly.

An image at a given resolution which is described
without reference to any lower resolution images.

A pixel from the lower resolution image of the two
resolution layers under discussion.

A combination of an escape byte and a marker
byte that introduces control information.

A byte immediately following an escape byte that
defines the type of control information being
introduced.

The combination of a marker and any additional
bytes of associated control information.

A geometric pattern describing the location of
pixels relative to a pixel to be coded. It is used to
model local image characteristics.

One picture element of an image which is
described by a rectangular array of such elements.

A coding technique shows progressive behavior if
an image is first coded as a lowest resolution layer
image and then is successively increased in
resolution by means of differential layer images.

A method of coding an image in which the image
may be segmented into stripes, and then the entire
image is first coded as a lowest resolution layer
image and then is successively increased in
resolution by means of differentia layer images.
This is compatible, by stripe/layer data reordering,
with progressive-compatible sequential coding.

A method of coding an image in which the image
may be segmented into stripes, the image stripes
are coded in sequence, and within each stripe the
image is coded to full resolution progressively.
This is compatible, by stripe/layer data reordering
with progressive coding.

A compressed image datastream which has been
modified by stuffing bytes to distinguish between
predefined escape bytes which signal specia
marker segments (which are not a part of the
compressed datastream) and bytes identical to the
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4.1

resolution reduction method (RR)

sequential behavior

single-progression sequential coding

spatial phase

gpatial resolution

stripe

target pixel
typical prediction (TP)

Symbols and abbreviations

Acronyms

ISO/IEC 11544

escape byte which occur naturally in the
compressed datastream.

A method for transforming an image with a
particular resolution into an image describing the
same subject, but with a lower resolution.

A coding technique shows sequential behavior if
portions of the image near the top are completely
described before portions below have been
described at all.

A method of coding an image such that the image
is fully coded in a single resolution layer, line by
line, from left to right and top to bottom, without
reference to any lower resolution images. This is
compatible  with  progressive coding and
progressive-compatible sequential coding if the
number of differential layersis zero.

An attribute of a pixel in a differential-layer image
that describes its orientation with respect to the
low-resolution pixel associated with it.

The number of pixels used to describe a region of
an image of fixed spatial size.

A fixed vertica size region of an image which
encompasses the entire horizontal width of that
image.

A pixel to be processed.

A method for exactly predicting (and therefore not
coding) blocks of pixels in an image by exploiting
large regions of solid color.

Table 1 — Acronyms

[Acronym U Meaning O
AT adaptive templates B
bP Odeterministic prediction
(LPS Oless probable symbol O
0 sB Uleast significant bit U
PS Omore probable symbol B
SB gmost significant bit 0
RR gresolution reduction 0
=i

gre Htypical prediction




4.2 Symbolic constants

Table 2 — Symbolic constants

0 O Value U
- Constant U Meaning 7150 HHexadecimal H
CABORT  jabort 000/04 7 O0x04 O
LATMOVE AT movement Uoo/06 7  Ox06 U
NT Oprivate comment 500/07 0  Ox07 B

SC Uescape nls/15 U oxff g
MNEW.EN Cnew length £00/05 B ox05
[(RESERVE [reserve 0oo/ol 7 O0x01 O
LSDNORM  jnormal stripe dataend 000/02 7 0x02 U
DRST  Olreset a stripe data end 500/03 0 O0x03 B
TUFF  Hstuff [00/00 H  0x00 0

4.3 Mathematical symbols, operators, and indicators

Table 3 — Mathematical symbols, operators, and indicators

Notation U Meaning

OO ogoooooooooog4gdd

c:s,d

Ecoded data for stripe s and layer d
Onumber of differential layers
Oinitia layer to be transmitted
Uhigh-resolution pixel

gimage at layer d

jlow-resolution pixel

mlength in bytes of private comment
Olines per stripe at layer d

Umaximum horizontal offset allowed for AT pixel

maximum vertical offset allowed for AT pixel
[jprobability
number of bit-planes
Oresolution at layer d
Unumber of stripes
Uhorizontal image size at layer d
gline in which an AT switch is to be made
vertical image size at layer d
Ohorizontal offset of the AT pixel
Evertical offset of the AT pixel

Sbinary right shift
Obinary left shift
Ological AND
Ulogical NOT
exclusive OR
pceiling function (smallest integer = argument)
u
Hhexadecimal indicator

1w o
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Variables with mnemonic names

Table 4 — Variables with mnemonic names

Ovariable

0 Meaning

)

Bl E

(Bl H

(BI D
UFFER

[CE
[CHI GH

CcLow

X
PPLAST
[DPON
LDPPRI V
TABLE
VAL UE

H TOLO
00 LEAVE
LLNTP

Pl X

RLTWO
.Sz
OVPS
CLNLPS

VPS

I X
PSCD
[BC
[scD

DE

EQ
SLNTP
[BM D
LswrcH

T
OTPBON
[JTPDON
(TPVAL UE
HVLENGTH

L. . .
interval size register
bi-level image entity
Obi-level image header
Ubi-level image data
DOpuffer
rjcode register
[jconditional exchange
Ocode register, high two bytes
Ucode register, low two bytes
Uit counter
context
DP last
ODP enabled
UDP private
Upp table
DP value
high to low
Uinterleave multiple bit-planes
Uline not typical
low-resolution pixel

lowest-resolution-layer two-line template

LPS size on coding interval
Omore probable symbol

Unext if LPS

Unext if MPS

rjpixel

[Jprotected stripe coded data
Ostack (of Oxff bytes) counter
Ustripe coded data

Ogri pe data entity

jsequential

same LNTP

Oindex over stripe isin middle
Uswitch

Otate
rjlowest-resolution-layer TP enabled
differential-layer TP enabled
OTP value

Hvariable length
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5 Conventions
51 Flow diagram conventions and symbols

All flow diagrams are entered at the top and exited at the bottom. The symbol "<<" denotes a binary
left shift with zero fill of low order bits and the symbol ">>" denotes a binary right shift with zero fill
of high order bits. For both "<<" and ">>" the quantity on the left is the quantity being shifted and the
guantity on the right is the shift amount. The binary logical AND of two numbersis indicated by "&".

52 Template graphics

It will frequently be necessary to show graphicaly the relationship of pixels in a high-resolution image
to pixels in a low-resolution image. Figure 1 is a three-dimensional graphic showing such a
relationship. In the text of this Specification two dimensional drawings like that in Figure 2 are used
instead since they are more compact than their three-dimensional eguivalent. Note that in the two-
dimensional graphic low-resolution pixels are shown as circles and that the corresponding high-
resolution pixels are shown as squares, partially hidden by the low-resolution circles.

hoo hoa ho2 hos
hio hiq hio hi3
hoo hoq hoo hog
h3g h3y h3y ha3
loo lo1
| |
10 11

Figure 1 — High and low-resolution pixels in three-dimensional graphic
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Figure 2 — High and low-resolution pixels in two-dimensional graphic
53 Spatial phase

A "spatial phase’ can be associated with pixels in any resolution layer other than the lowest. This
"phase” describes the orientation of the pixel with respect to the lower resolution pixel associated with
it. If it is the upper left hand pixel of the four pixels associated with a single low-resolution pixel, it
shall be said to have "phase 0". Similarly, the upper right pixel shall have "phase 1," the lower left
pixel shall have "phase 2," and the lower right pixel shall have "phase 3" (see Figure 3).

Figure 3 — Four possible phases for high-resolution pixels
5.4 Data structure graphics

The tables of subclause 6.2 contain graphics illustrating the decomposition of fields into sub-fields.
Typographicaly leftmost sub-fields shall be transmitted earlier. The last row of each of these graphics
gives field sizes in bytes. An entry of 1/8 denotes a single bit. An entry of "Varies' is used when the
field size is variable and depends upon options chosen, parameters chosen, or the particular image being
coded.

6 Requirements
6.1 General rules
6.1.1 Color assignment
Each bit of each pixel plane is either 0 or 1. When the image is bi-level, a 1 bit shall indicate the
foreground color and a 0 bit shall indicate the background color. If there is more than one bit plane, the
mapping of intensity and color to hit-planes is not defined by this Specification.

NOTE — Whether 1 or O represents the foreground color is inconsequential for all aspects of

this Specification except the described resolution reduction method. This resolution reduction
method has a dlight asymmetry between foreground and background colors.
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6.1.2 Edge conventions

The resolution reduction, typical prediction, deterministic prediction, and coding algorithms al iterate
through the image in the usual raster scan order, that is, from left to right and top to bottom. The
processing for a current target pixel will reference the colors of some pixels in fixed spatial relationship
to that target pixel. At image edges, these neighbor references may not lie in the actual image. For
both high and low-resolution images, the rules to satisfy off-image references shall be as follows:

— A background colored (0) border shall be assumed to lie to the top, left, and right of the
actual image.

— The bottom of the image shall be extended downward as far as necessary by pixel
replicating the actual last line of the image.

Furthermore, in referencing pixels across stripe boundaries, the following rules shall be used:

— A pixel reference in a stripe above the current one shall return the actual value of the pixel,
unless the pixel is above the image, in which case the background-border-rule for the image
top shall be applied.

— A pixel reference in a stripe below the current one shall be satisfied by pixel replicating the
last line of the current stripe. In particular, actual values shall not be used even if the
reference is till within the image.

NOTE — This latter rule is only of consequence for the low-resolution image, as for
decodability there can never be any references to high-resolution pixels in the line below. Also,
the described resolution reduction agorithm happens to never reference even low-resolution
pixels in the line below.

6.1.3 Byte alignment

NOTE — Because of the header and marker conventions to be described in subclause 6.2,
marker segments are always byte aligned in a datastream.

6.2 Data organization
6.21 Image decomposition
The highest level data structure described in this Specification is known as a bi-level image entity
(Bl E). A given Bl E may contain data for one or more resolution layers and bit-planes. The data
describing a given image in all its available resolutions and bit-planes may, but need not necessarily be,
contained in more than one BI E.
NOTE — A multiple Bl E description of an image is needed when images are first made
available at low or intermediate resolution or bit-plane precision and there may or may not be a
request for enhancement to higher resolution or precision.

6.2.2 Bi-level image entity and header (Bl E and Bl H) decomposition

As shown in Table 5, a bi-level image entity (Bl E) shall comprise a bi-level image header (Bl H) and
bi-level image data (Bl D).
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Table 5 — Decomposition of Bl E
0  BIE B
[}
OBl H EBI D o
EVaries OVaries

The bi-level image header shall comprise the fields shown in Tables 6, 7, and 8.

Table 6 — Decomposition of Bl H
O Bl H S
. 0o Op 0. O, Oy, Oy OMy DMy Oorder OOptions ODPTABLE [

1 g1 gl ol g4 04 04 gl g1 g1 §O 1 [oOor1728 {
Table 7 — Decomposition of Order byte
0 Order S
MsB O E OLSB .
0- p- 0. 0 EITQODSEQDILEAVE OSMD O
Hus gus gus A8 o V8 [gus g 18 [ 18 H
Table 8 — Decomposition of Options byte
0 Optlons E
HVISB D 0 LsB

HLRLTV\D DVLENGTH DTPDON OTPBON UDPON CDPPRIV HDPLAST O
Hl/sgl/s 8 S 18 5 18 S 18 o 1us § 18 H

The first byte of the BI H shall specify D, , the lowest resolution layer to be specified in this Bl E.
Most frequently, this number will be zero in which case the data transmitted will allow building up the
image without any prior knowledge about it. It will be nonzero if a previous specification has already
defined the image to layer D_ -1 and only incremental information is to be specified. The second byte
specifies D, the final resolution layer described in this Bl E.

The third byte shall specify P, the number of bit-planes. If the image is bi-level, P shall be 1.
The fourth byte is fill. It shall always be written as 0.

The three subsequent four-byte fields specify Xp, Yp, and Lo, which are respectively, the horizontal
dimension at highest resolution, the vertical dimension at highest resolution, and the number of lines per
stripe at lowest resolution. These three integers are coded most significant byte first. In other words,
Xp is the sum of 256° times the fifth byte in Bl H, 256 times the sixth byte, 256 times the seventh
byte, and the eighth byte.

The seventeenth and eighteenth bytes shall specify My and My, the maximum horizontal and vertical
offsets allowed for the AT pixel. These parameters are discussed further in clause 6.7.3.

The nineteenth byte of the BI H shall carry the binary parameters H TOLO, SEQ | LEAVE, and
SM D, which together specify the order in which stripe data is concatenated to form Bl D. More detall
is provided in subclause 6.2.4. The four most significant bits of this byte are fill and shall always be
written as 0.

The twentieth byte of the Bl H shall specify options. Its most significant bit is fill and shall always be
written as 0. The template used for coding the lowest resolution layer shall have 2 or 3 lines as
LRLTWO is 1 or O (see clause 6.7.1). If the VLENGTH bit is O, there shall be no NEW.EN marker
segments (see clause 6.2.6.2). If VLENGTH is 1, there may or may not be NEW_.EN marker segments

9
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present. The TPDON, TPBON, and DPON bits are 1 when it is desired to enable respectively,
differentia-layer TP, lowest-resolution-layer TP, and DP. The DPPRIV and DPLAST bits are only
meaningful if DPON equals 1. If DPONis 1 and DPPRIV is 1, a private DP table is to be used. If
DPLAST is 0, the private DP table is to be loaded. Otherwise the DP table last used is to be reused.

The DPTABLE field of Bl H shall only be present if DPON equals 1, DPPRI V equals 1, and DPLAST
equals 0. Its size and interpretation are defined in clause 6.6.

The variables D, D, P, Xp, Yp, Lo, My, My, HI TOLO, SEQ |LEAVE, SM D, LRLTVO
VLENGTH, TPDON, TPBON, DPON, DPPRI V, and DPLAST are free parameters. Some applications
standards may restrict the choices for some or al of them. Table 9 shows the limits on these parameters
as set by either their implicit natures or the field sizes allowed for them in a Bl H.

Table 9 — Absolute limits on free parameters
CParameter UMinimum O Maximum O

S0 0 o0 4§ b &
g D g Do o 255 O
g P o 1 O 255 g
U X o 1 04294967295 U
g Yo g 1 542949672955
o Lo o 1 14294967295
O Mx o O o 127 0
O My o o O 255 g
UHToo U 0 g 1 g
s foo D1 g
OlLEAVE 5 O 0 1 O
OoSMD [ 0 0O 1 0
OLRLTWO O 0 g 1 g
OB/LENGTH U 0 g 1 g
ETPDCN g 0 E 1 g
gbPON g O d 1 O
ODPPRIV O 0 g 1 g
HDPLAST H o0 H 1 H

A JBIG datastream is any datastream created as described in the normative portions of this Specification
with parameters in the range of Table 9. In the interests of creating as large as possible a community of
applications for which it is possible to share hardware and exchange decodable data, Annex A suggests
minimum support for these free parameters. Different applications are encouraged to choose parameter
values within the suggested ranges of minimum support whenever it is possible to do so.
Implementations desiring to be compatible with a broad range of applications may wish to support all
free parameter choices within the suggested ranges.

6.2.3 Iteration for parameters dependent on resolution layer

The image dimensions at lower layers (indexed by d) shall be defined recursively for D > d =1 by the
iterations

Xg-1 = X720 D
Yyo1 = D¥g/20 2

where [ [denotes the ceiling function, or, in other words, the smallest integer greater than or equal to
the argument.

10



ISO/IEC 11544

For 1 < d < D the number of lines per stripe at layer d shall be defined by
Ly =2xLg-1 . ©)
At al layers there will necessarily be
S =I¥yLoOd 4
stripes. In many cases, the last stripe in any layer d will have fewer than Ly lines.
6.24  Bi-level Image Data (Bl D) decomposition
The coded data Cs, ,, defining a given stripe s at resolution r and bit plane p shall be contained in a

stripe data entity or SDE. The BI D shall consist of a concatenation of SDE's and floating marker
segments as shown in Table 10.

Table 10 — Decomposition of Bl D

O BI D B
E Floating U g Floating g g g Floating g 0
Marker Segments(s) ESDES,r P EMarker Segments(s) ESDESJ,p E SR JQJMarker Segments(s) ESDESJ,p 0
H Varies O Vaies [ Varies 0 Vaies [ 0 Varies 0 Vaies H

The ordering of the SDE's depends on HI TOLO, SEQ, | LEAVE, and SM D. Index nesting shall be
as defined by Table 11. Only the six combinations of the three variables SEQ | LEAVE, and SM D
shown in Table 11 are allowed. The remaining two combinations shall never occur. The loops over the
dummy variables s and p are respectively from 1 to S and P-1to 0. If H TOLO is 0, the dummy
variable d shall range from D, to D. Otherwise it shall range from D to D, .

Table 11 — Ordering of stripe encodingsin Bl D

J 0 L oops g
SEQ DI LEAVE USM D Outer OMiddle Dinner
0o g 0 o Op gd gs O
o g 1 oo Od g p Oos U
50 0 1 01 gd O0Os Op f
1 0 o U o s U p UOd
0, 0 0 J 0 04 G
o1 0 0 0 1 oop o S 0 d g
B1 o 1 00 Bs gd gop B

For a tutorial example see Table 1-2.
6.25 Stripe Data Entity (SDE) decomposition

As shown in Table 12, each SDE shall be terminated by an ESC byte and either an SNORM byte or an
SDRST byte.

Table 12 — Structure of the SDE

0 SDE 0
“PSCD UESC JSDNORMor SDRST 1
AVaies 0 1 [ 1 H

11
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Normally the terminating byte will be  SDNORM If instead the terminating byte is SDRST, the "state"
for that particular bit-plane and that particular resolution layer shal be reset prior to encoding or
decoding the next stripe of that plane and layer. Resetting the state with SDRST requires initializing
the adaptive probability estimators as at the top of the image, resetting (if necessary) the AT pixdl to its
default location, and initializing LNTP,_; to 1 when in the lowest resolution layer. It also requires that
al functions including resolution reduction, deterministic prediction, typical prediction, and model
templates start the next stripe as they do when at the top of the image, that is, as defined in clause 6.1.2.

NOTE — Resetting the state with SDRST should not be done unnecessarily as doing so
degrades compression efficiency and may introduce artifacts at stripe borders in lower-resolution
images.

Protected stripe coded data (PSCD) is defined as the bytes of SDE that remain after removing the two
terminating bytes. A decoder shall create stripe coded data (SCD) from the PSCD by replacing all
occurrences of an ESC byte followed by a STUFF byte with a single ESC byte. An encoder shall
create PSCD from SCD by replacing all occurrences of an ESC byte with an ESC byte followed by a
STUFF byte. The use of SCD is described in clause 6.8. PSCD is used in defining the SDE rather
than SCD so that data for one stripe can be unambiguously located in the BI D.

An ESC byte and ABORT byte may be used to prematurely terminate the BI D as shown in Table 13.

Table 13 — Marker code to prematurely terminate a Bl D.
[Esc UABORT S

[} |}

ol o 1 [

NOTE — Without a mechanism like this an encoder encountering a problem would "hang" its
associated decoder indefinitely. There would be no way to restart the decoder as it would not
reset until after it had received the announced amount of data.

6.26  Floating marker segments

Floating marker segments provide control information. They shall not occur within an SDE. They may
occur between SDE's or before the first SDE. There are three floating marker segments: ATMOVE,
NEWLEN, and COMVENT.

6.2.6.1 Adaptive-Template (AT) movement

The location of the AT pixel may be changed with the ATMOVE marker segment shown in Table 14.

Table 14 — Structure of the ATMOVE floating marker segment
;‘.ESC EATND\/E EyAT E Tx ETY 0

T |}

51 H 1 54 51 519

The third, fourth, fifth, and sixth byte define yar, the line at which the template changes. The seventh
and eighth bytes define tx and Ty, the horizontal and vertical offsets for the new AT pixel. The line
yar shall be decoded as the sum of 256° times the third byte, 2562 times the fourth byte, 256 times the
fifth byte, and the sixth byte.

The resolution layer and bit plane for which a given ATMOVE marker segment is to be effective shall be
that of the first SDE to follow the marker segment. The line numbering for yar restarts at O for each
stripe so that if, for example, a change is to be effective on the initial line of a stripe, yar equals 0.

12
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Further discussion of adaptive template pixels and the variables yar, Tx, and Ty appearsin clause 6.7.3.
6.2.6.2 Redefining image length

If VLENGTH is 1, it is permissible to change the length Yp of the image with a new-length marker
segment as shown in Table 15.

Table 15 — Marker segment to indicate a new vertical dimension
(Esc UNEW.EN Oy, U

[} [}

51 H 1 54 1

At most only one new length marker segment shall appear in any Bl E. Such a marker segment must
appear before what will become the last stripe for the first resolution layer to be completely described in
the datastream. Within the new length marker segment, Yp shall be packed into its four byte field
exactly as it is packed into its four byte field in Bl H. The new Yp shall never be greater than the
original.

NOTE — The new length marker has been defined so that it is possible to begin coding an
image of unknown length. In this case the original dimension Yp placed into the header serves
as an indication of the maximum length that the image might possibly be.

6.2.6.3 Comment marker segment

An ESC byte followed by a COMMVENT byte and a four-byte integer L. shall begin a comment marker
segment as shown in Table 16.

Table 16 — Comment marker segment
[Esc Dcowent 0L, O

|} |}

51 H 1 Ha A

The number L. shall be equal to the sum of 256° times the third byte, 2567 times the fourth byte, 256
times the fifth byte, and the sixth byte. This number shall give the length of only the private comment
portion of the comment marker segment. In other words, the total length of the comment marker
segment shall be L, +6 bytes.

6.2.7 Reserved marker byte

An ESC byte followed by a RESERVE byte is a reserved marker One possible use of this marker is
described in subclause 6.8.2.8. No future extensions of this Specification shall use this marker for any
purpose. Encoders or decoders may employ it for any private purpose desired. The reserved marker
shall never appear on a public datastream.

6.3 Resolution reduction

The default deterministic prediction table is matched to the resolution reduction algorithm described in
this clause. It is permissible to use an alternative resolution reduction algorithm, but in that case either
deterministic prediction must be disabled or a matched deterministic prediction table must be
downloaded to the decoder as part of the Bl H.

The resolution reduction algorithm is identical for all resolution layers and all bit-planes. The
processing to create the image at resolution layer d—1 from an image at resolution layer d is described
here.

13
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If Xy or Yy is not even, for purposes of resolution reduction a new layer d image shall be created by
adding as necessary either a column of background color (0) at the right side or a pixel replication of the
last line at the bottom. Hence for the remainder of this clause, X4 and Yy are assumed even.

The original image can be divided up into two by two blocks of pixels, and each of these two by two
superpixels shall map to one low-resolution pixel in the reduced-resolution image. These low-resolution
pixels shall be determined from left to right and top to bottom in the normal raster scan order. The
suggested resolution reduction rule of this Specification shall be as defined by Figure 4 and Table 17.
The reasoning behind this particular mapping is explained in Annex B (informative).

Figure 4 — Pixels used to determine the color of a low-resolution pixel

The circle with a"?" within it represents the low-resolution pixel the color of which is to be determined.
The circles and sguares with numbers within them correspond to pixels used in making this
determination.

The colors of the numbered pixels define an index, with each numbered pixel defining one bit in the
index. The pixel labeled "0" determines the least significant bit of the index and each additional
numbered pixel determines the bit of the index corresponding to its number. When a pixel takes on the
foreground color, its corresponding bit in the index shall take on the value "1." Given this index, the
color of the pixel labeled "7 shall be defined by Table 17, which is indexed from left to right. For
example, the colors of the pixels corresponding to indices O through 7 are 0,0,0,1,0,0,0,1, respectively.

At the edges of an image, some of the numbered pixels of Figure 4 may not be within the image. For
the purpose of defining an index, the general edge rules of clause 6.1.2 shall be used.

When beginning resolution reduction, the upper-left most pixel of the high resolution image shall be
aligned with pixel 4 in Figure 4.

14



ISO/IEC 11544

Table 17 — Map to determine low-resolution color
Index O Color

[0,63] 500010001 01110011 11111111 11111111 00110011 11111111 11111111 11111111
[64,1277 000000001 01110111 11111111 11111111 00110111 11111111 11111111 11111111
[128,191] Up0110111 11111111 11111111 11111111 01111101 11111111 11111111 11111111
[192,255] [00110111 11111111 11111111 11111111 11111111 01111101 11111111 11111111
[256,319] 000000001 00110111 11111101 11111111 00111111 11111111 11111111 11111111
[320,383] 00110111 01111111 11111111 01111111 01111111 01111111 01111111 11111111
[384447] 500110101 11111111 11110111 11111111 11011111 01111111 11111111 11111111
[448511] (11111111 11111111 11111121 11111111 1111121171 11111111 11111111 11111111
[
[
[
[
[
[

512,575] 100000001 00100011 00000101 00111011 00010001 00100011 01110001 11111111
576,639] 500000001 01110101 00111011 01111111 00000000 01010011 11111110 11111111
640,703] 00000001 01000001 01111111 11111111 00001001 10110111 11111111 11111111
704,767 000000000 01010011 01111111 11111011 10010011 01111001 11111111 11111111
768,831] 00000001 00000000 01110011 11111111 00110001 00010011 01110101 11111111
832,895] BOOOOOOOO 01000001 10110111 11101110 00000001 00100001 11111100 11111111
[1[896,959] [00000000 10010011 01110101 11111111 00010001 01101011 11110101 11111111
0[960,1023] 011101001 11110111 11111111 11111011 10110111 11111111 11111011 11111111
1024,1087] Up0000001 00100011 00000001 00111111 00010001 00000001 01110111 11111111
1088,1151] ;00000001 01110101 01101011 01111111 00000000 01010011 11111110 11111111
[1152,1215] ©00000001 01100001 01111111 11111111 00101001 00110111 11111111 11111111
1216,1279] J00000000 01110011 00111111 01111011 10010010 01111101 11111111 11111111
1280,1343] ;00000001 00000000 01111011 11111110 00101111 00011011 01111111 11111111
[11344,1407] [0O0000000 01000001 00110111 11111110 00001001 00110111 01111110 01111111
1408,1471] U00000000 11010010 01111111 11111111 00011011 01101111 11111111 11111111
1472,1535] EOOOOOOOO 01110101 01111111 01110111 00100111 01111111 01111011 01111111
1536,1599] ;00000001 00000011 00000001 00001001 00010001 00000001 01000001 10010011
[]1600,1663] 100000001 01110101 00100001 01010101 00000000 01010001 10000000 11110111
1664,1727] J00000001 01000001 01101011 00010011 00000001 00000000 11111011 11111111
1728,1791] BOOOOOOOO 01010001 00000001 01110011 00000000 01000001 10110111 11111111
11792,1855] 00000001 00000000 01100001 10000001 00100111 00001001 00011110 10111111
1856,1919] 00000000 01000000 00000001 01010110 00001000 00000000 00010000 01111111
1920,1983] U00000000 10000000 00100001 01110111 00000011 00000001 00111111 11111111
1984,2047] 701101000 11010000 11110011 10110011 00000000 11010011 11111011 11111111
[12048,2111] ©00000001 00000011 00110111 11111111 00110011 00110111 01111111 11111111
2112,2175] 000000001 01110111 01111111 11111111 00010001 01111011 11111111 11111111
2176,2239] 00000001 11110111 01111111 11111111 00111111 11111111 11111101 11111111
[12240,2303] (00010010 11110111 11111111 11111111 11111111 11111101 11111111 01111111
2304,2367] 000000001 00010010 01111101 11111111 00111111 01111111 11111111 11111111
2368,2431] EOOOOOOOO 01100010 11111111 01111111 00111111 00111111 01111111 11111111
2432,2495] (700010000 11111111 11110111 11111111 01111111 11111111 01111111 11111111
[]2496,2559] 011111111 11111111 11111111 11111111 11111111 11111111 11111111 11111111
2560,2623] 00000001 00100011 00000001 00011011 00010001 00100011 01110111 11111111
2624,2687] 500000001 01110101 00101011 01110111 00000000 01000001 10111110 11111111
12688,2751] 00000001 11000001 01011011 01111111 00001001 00110011 01111101 11111111
2752,2815] 00000000 01010001 00110111 11111011 10101001 10110001 11111111 11111111
2816,2879] Up0000001 00000000 01110001 10110111 00100001 00000011 01110101 11111111
2880,2943] 700000000 01000000 00010111 01101111 00000000 00000001 01111101 11111111
[12944,3007] ©00000000 11000001 01110101 11111111 00000001 10101011 01010001 11111111
3008,3071] 011101000 11010011 11111111 11111011 10111011 11111111 11111011 11111111
3072,3135] 00000001 00100011 00000001 00011011 00110001 00000001 01010011 01111111
[13136,3199] 00000001 01110101 00101001 01111111 00000000 01010001 10110110 11111111
3200,3263] 00000001 11100000 01111011 11111111 00001010 00111011 01111111 11111111
3264,3327] EOOOOOOOO 01110001 01111111 11111011 10001000 01110101 11111111 01111111
3328,3391] ;00000001 00000000 01100001 11110110 00111111 00001001 01111111 11111111
[]3392,3455] [J00000000 01000000 00010111 01111111 00001000 00010011 01111110 01111111
3456,3519] 00000000 10000000 01110111 11111111 00101011 00101111 01111111 01111111
3520,3583] BOOOOOOOO 01110001 01111111 01110111 00101011 01111111 00111011 01111111
13584,3647] 00000001 00000011 00000001 00001001 00010001 00000001 01000001 00000001
3648,3711] 00000001 01110101 00100001 01010101 00000000 01010001 10000000 01010011
3712,3775] Up0000001 01000001 01001001 00000001 00001001 00000000 00000001 00010011
3776,3839] 00000000 01010001 00000000 01010011 10000000 01000001 00010011 01111111
[]3840,3903] 00000001 00000000 01100001 10000000 00100001 00000001 00000001 00010011
3904,3967] C00000000 01000000 00000000 01000000 00000000 00000000 00000000 00010011
3968,4031] 00000000 10000000 00000000 00010011 00000001 00000001 01010001 01111111
H4032,4095] 500000000 01010000 00000000 01110011 00000001 01010100 00110001 01110111

OoooDoooooooooooooopoa

0 e
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6.4 Differential-layer typical prediction

Differential-layer TP shall be enabled or disabled with the TPDON bit in the options field of Bl H. If it
is disabled (TPDON = 0), the TPD block in both an encoder or decoder shall simply output TPVALUE =
2 for al pixels, to indicate to the arithmetic encoding or decoding block that no prediction is being
made. Also, when differential-layer TP is disabled, the pseudo-pixel LNTP shall be neither encoded nor
decoded by the arithmetic coder. The discussion in the remainder of this clause and its subclauses
assumes differential-layer TP is enabled (TPDON = 1).

Whenever reference is made to a pixel that because of edge effects is not actually in the current stripe,
the value of this pixel shall be determined by the general edge rules of clause 6.1.2.

6.4.1 Processing in an encoder

Figure 5 defines an 8-neighborhood. The eight pixels not marked by the "?" are immediately adjacent to
it and are its 8-neighborhood.

Figure 5 — Definition of 8-neighborhood

A given low-resolution pixel is "not typical” if it and all the pixels in its 8-neighborhood are the same
color, but one or more of the four high-resolution pixels associated with it differs from this common
color. A given low-resolution line is "not typical" (LNTP) if it contains any "not typical" pixels. A flow
diagram for processing to determine LNTP is shown in Figure 6. In this Figure LPI X denotes a low-
resolution pixel.

NOTE — Low resolution pixels that are not typical in this sense are possible, but extremely
rare.
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LNTP =0
X=0

| ReadLPIX |

$

No Do dl the pixels in the
8-neighborhood of LPI X
have its color ?

| Yes

Do any of the four
high-resolution pixels that Yes
LPI X corresponds with have
a color different from LPI X ?

No
No
X = x+1 ﬂlz)-l ? > LNTP =1

Yes ‘

Figure 6 — Processing to determine LNTP

Figure 7 shows a high-resolution line pair and an associated low-resolution line. Also shown in this
figure is the virtual location used for coding the value LNTP.

T ST S
T

Figure 7 — Location of pseudo-pixel in relationship to ordinary pixels

As suggested by this figure the value LNTP of the pseudo-pixel shall be coded by the arithmetic coder
before any of the regular high-resolution pixels in the line pair are coded. In coding this pseudo-pixel,
TPVALUE and DPVALUE shall aways be 2. The context CX that shall be used for coding is the same

context that is used for coding a ordinary pixel with phase 3 and surrounded by pixels as shown in
Figure 8. In this figure "F" denotes foreground and "B" denotes background.
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Figure 8 — Reused context for coding the differential-layer-TP pseudo pixel

NOTE — This particular context was chosen for reuse as a context for coding LNTP because it
occurs infrequently, and for most images the probability of coding foreground within it is small
as is the probability that LNTP equals one. The more obvious alternative of coding LNTP in
its own context unfortunately increases the total number of contexts to just over a power of 2.

Figure 9 shows the required processing to produce the output signal TPVALUE. In words, if LNTP
equals 0 and the low-resolution pixel associated with a high-resolution pixel Pl X is the same color as
all of the pixels in its 8-neighborhood, then TPVALUE equals that color. Otherwise it is set equal to 2
to indicate that a prediction can not be made.

Do all the pixels in the No
8-neighborhood of LPI X
have its color?

YaJ/

color of LPI X

TPVALUE equals the ‘ TPVALUE = 2

¢

Figure 9 — Processing to determine TPVALUE
6.4.2 Processing in a decoder
At the beginning of each high-resolution line pair, the TP pseudo-pixel LNTP shall be decoded (see

Figure 7). In decoding LNTP, the inputs TPVALUE and DPVALUE shall be 2 and CX shall be as
described in clause 6.4.1.

In decoding a given high-resolution pixel Pl X, TPVALUE shall be generated as in an encoder.
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6.5 L owest-resolution-layer typical prediction

TP in the lowest-resolution layer can be enabled or disabled with the TPBON bit in the options field of
Bl H. If it is disabled (TPBON = 0), the TPB block in both an encoder and decoder shall simply output
TPVALUE equa to 2 for all pixels thereby indicating to the encoding and decoding blocks that no
prediction is being made. Also, when lowest-resolution-layer TP is disabled, the pseudo-pixel SLNTP
shall be neither encoded nor decoded by the arithmetic coder. The discussion in the remainder of this
subclause assumes lowest-resolution-layer TP is enabled (TPBON = 1).

6.5.1 Encoder processing

Let y denote the current line. If it differs a any pixel location from the line above, then LNTP, shall
equa 1 and liney is said to be non-typical. Otherwise, LNTP, shall equal 0. In determining whether
the very first line of an image is non-typical, the line immediately above the image shall be assumed, as
usual, to be the background color.

NOTE — Whereas aimost al lines are "typical” in the sense of differential-layer TP, only a
modest fraction are "typical" in the sense of lowest-resolution-layer TP.
Define
SLNTP, = I(LNTP,® LNTP,_;) (5)

where the symbol ® denotes the exclusive-or operation and the symbol ! denotes logical negation. In
words, SLNTP, will be 1 if and only if LNTP,, is the same as LNTP_;. For the top line of an image,
LNTP,_; shall be set equal to 1.

When lowest-resolution-layer TP is enabled, a pseudo-pixel equal in value to SLNTP shall be coded in
the virtual location shown before any pixels of liney are coded (see Figure 10).

SL NTP ...........

Figure 10 — Location of pseudo-pixel in relationship to ordinary pixels

When SLNTP is coded, it shall be coded in the context shown in Figure 11 if LRLTWOD is 0 and that
shown in Figure 12 if LRLTWD is 1 (see clause 6.7.1). In this figure "F"' denotes foreground and "B"
denotes background. When coding SLNTP, TPVALUE shall aways equal 2. In other words, SLNTP
can never be predicted with TP and must always be arithmetically encoded.
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B B F
F F B B F
B F ?

Figure 11 — Reused context for coding the lowest-resolution-layer-TP pseudo pixel (three-line template)

Figure 12 — Reused context for coding the lowest-resolution-layer-TP pseudo pixel (two-line template)

NOTE — Arithmetically encoding changes in LNTP is more efficient than arithmetically
encoding LNTP. In lowest-resolution-layer TP, LNTP does not take on either the value 1 or
the value 0 with high probability, and can not be entropy coded with high efficiency.

If LNTP, is 0, the TPB block shall output the value common to the current pixel and the pixel above as
TPVALUE. Otherwise it shall output 2 to indicate that no prediction can be made.

6.5.2 Decoder processing
If TPBON is one, the sameness indicator SLNTP, shall be decoded (see Figure 10). In decoding
SLNTP, TPVALUE shall be 2 and CX shall be asin Figure 11 or 12 as appropriate.
The decoder shall recreate LNTP, by
LNTP, = I(SLNTP,® LNTP,_,) (6)

As in the encoder, this iteration shall be initialized with LNTP set equal to 1 for the line immediately
above the top line of the real image.

If LNTPy is 0, the block TPB shall output the value of the pixel immediately above the current one as
TPPVALUE. Otherwise, it shall output 2 to indicate no prediction can be made.

6.6 Deterministic prediction (DP)

DP shall be enabled or disabled with the DPON hit in the options field of Bl H. If DP is disabled
(DPON = 0), the DP block in both an encoder or decoder shall simply output DPVALUE = 2 for all
pixels. The discussion in the remainder of this clause and its subclauses assumes DP is enabled (DPON
=1).

If DP is used when encoding an image it shall be assumed that the DP tables described in this clause
were used to make predictions unless the use of private DP tables has been signaled as described in
clause 6.2.
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6.6.1 Definition of associated pixels

For the purposes of describing the deterministic prediction algorithm Figure 13 shows the labeling that
will be used to refer to needed pixels from both the low-resolution and high-resolution images.
Whenever reference is made to a pixel that because of edge effects is not actually in the current stripe,
the value of this pixel shall be determined by the general edge rules of clause 6.1.2.

4 5 6
7 8 9
10 11 12

Figure 13 — Labeling of pixels used by DP
6.6.2 Default DP tables

The neighboring, or "reference’, pixels which are used to make predictions for each particular spatial
phase shall be as listed in Table 18. Note that for each of the four possible spatial phases a different set
of pixels is used for making DP predictions. The pixels used for each possible phase are those that are
labeled in Figure 13 and are known to both an encoder and a decoder at the time the particular spatial
phase is to be coded. Also in this table is a number indicating how many combinations of reference
pixels actually result in a DP prediction (or hit) when using the DP rules that follow.

Table 18 — DP pixels for each spatial phase

U UTarget U Reference U Number of hitswith U

ase EPixel E Pixels Edefault resolution reduction E
00 8 00,1,2,3,4,56,7 0 20 0
o1 09 0o, 1,2,3,4,5,6,7,8 0 108 i
02 011 Uo, 1,2,3,4,5,6,7,8,9, 10 g 526 U
H3 Hiz Ho123475,678,9 10 11 H 1044 H

Private DP tables shall not use any pixels for any of the four phases other than those indicated in Table
18. The number of reference pixel patterns they will "hit" will in genera be different from the numbers
listed in Table 18 for the default resolution reduction agorithm.

Tables 19, 20, 21, and 22 define DP for the default resolution reduction algorithm. These four tables are
to be used respectively for determining DPVALUE in each of the four spatial phases 0, 1, 2, and 3. The
index into the table is created in the same way as the index into the resolution reduction Table 17 except
that the bit significance shall be as defined by the pixel numbers given in Figure 13 rather than Figure 4.

The entries in these tables give DPVALUE and are @l 0, 1, or 2. A "2" indicates that it is not possible
to make a deterministic prediction. A "0" indicates that there is a DP "hit" and that the target pixel
must be background (0). A "1" indicates that there is a DP "hit" and that the target pixel must be
foreground (1). Asin Table 17 the entries are read from left to right with increasing index.
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Table 19 — DP table for predicting spatial phase 0
Uindex U DPVALUE
0 [063] 002222222 22222222 22222222 22222222 02222222 22222222 22222222 22222222
D[64,127] 002222222 22222222 22222222 22222222 00222222 22222222 22222222 22222222

128,191] H02222222 22222222 00222222 22222222 02020222 22222222 02022222 22222222
192,255] 100222222 22222222 22222222 22222221 02020022 22222222 22222222 22222222

ooooooo

Table 20 — DP table for predicting spatial phase 1
Uindex O DPVALUE
0 [063] (122222222 22222222 22222222 22000000 02222222 22222222 00222222 22111111
O[64,127] 022222222 22222222 22222222 21111111 02222222 22111111 22222222 22112221
128,191] DO??????? 22222222 02222222 22222222 00222222 22222200 20222222 22222222
§192,255] 002222222 22111111 22222222 22222102 11222222 22222212 22220022 22222212
[1256,319] 020222222 22222222 00220222 22222222 20000222 22222222 00000022 22222221
320,383] 020222222 22222222 11222222 22222221 22222222 22222221 22221122 22222221
384,447] D20020022 22222222 22000022 22222222 20202002 22222222 20220002 22222222
F448511] F22000022 22222222 00220022 22222221 21212202 22222222 22220002 22222222

OOoooOooooooog

Table 21 — DP table for predicting spatial phase 2
Index O DPVALUE

[0,63] 522222222 12222222 22222222 22222222 02222222 12222222 02222222 11222222
[64,127) 022222222 22222222 02222222 12222222 02222222 11222222 22221122 22222222
[128,191] 000202222 11111111 00200222 11111111 00222222 21122222 10222222 22111222
[192,255] (502222222 11222222 00222222 21222222 22222222 22202220 22220022 22112222
[256,319] 020222222 21222222 20020022 22222222 20000222 22222220 22000022 22222212
[320,383] 20220222 22211111 22020222 22112122 22000022 22122122 22002222 22222222
[384,447] 520020022 22222200 22000022 22222212 22202022 22222222 20202202 22222212
[448511] [22202022 22222200 00002022 22222212 22222202 22222221 22002220 22212221
[
[
[
[
[
[

512,575 002222222 22111122 02222222 11222222 22212122 22220000 22122122 22202000
576,639] BOOOOOOOO 22222222 02222222 22000000 22002222 22222222 22002112 22222222
640,703] 20222222 21221122 20222222 22121222 22000022 22112122 02222222 22212222
704,767) 1020222222 22222022 00022222 21111222 02000022 22222200 22002212 22222222
768,831] 022020222 22111122 22222022 22222200 22222022 22222212 22222202 22222221
832,895] 522000022 22222222 00201222 22222220 22022202 22222222 22002200 22222222
[896,959] (122202222 22222222 22222202 22222221 22222222 22222221 22202220 22222222
0[960,1023] 022222222 22222222 22002202 22222221 20202220 22222222 22002220 22222222
1024,1087] U22222022 11111111 22222222 11111111 02222222 21111111 22222222 22222222
1088,1151] (j22222222 11111111 02222222 22222222 02222222 21222222 22222222 22222002
[01152,1215] 000222222 11111111 22222202 22221121 12222222 22222212 22002202 22221111
1216,1279] 002222222 21222222 22222222 22201202 22220222 22101222 22000022 22222221
1280,1343] 520222222 22112111 11020222 22211111 22202002 22222222 00202222 22222212
[11344,1407] [J22020022 22222211 22000022 22222212 22222022 22222212 22222202 22222212
1408,1471] 022002022 22211211 22222212 22222221 21222102 22222221 22222222 22222121
31472,1535] 822121122 22222222 22111122 22220222 22222200 22222221 22000002 22222221
1536,1599] 00000000 11111111 02222222 21222222 20222222 22121111 22220222 22121122
[]1600,1663] 100222222 22222222 22222222 21121222 20020222 22111111 22220022 22212122
1664,1727] 020220022 22111111 22020022 22221121 22000022 22222122 22220022 22222211
1728,1791] 520020222 22111111 22002222 22211122 11122222 22222111 22222202 22222210
[11792,1855] 22200022 22222222 22122022 22222212 22222202 22222211 22222200 22222221
1856,1919] 022222022 22222222 22121222 22222222 22000000 22222211 22000000 22222211
1920,1983] 020022202 22222211 22222220 22222221 22222220 22222221 22222222 22222222
1984,2047] (j22222200 22222221 22222220 22222221 22222222 22222222 22222220 22222222

OoOoooOOoooOooooooOoooDooooooDooooooooooooooooooodg
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Table 22 — DP table for predicting spatial phase 3
Index O DPVALUE

[0,63] 522222222 22222222 22222222 22222222 22222222 22222222 22222222 22222222
[64,127) 022222222 22222222 22222222 22222222 22222222 22222222 22222202 22222212
[128,191] U22222222 22222222 22222222 22222222 02222222 12222222 20222222 21222222
[192,255] (022222222 22222222 02222222 12222222 22111121 22000020 22221122 22220022
[256,319] 022222222 22222222 20000000 21111111 20000000 21111111 22000022 22111122
[320,383] 20022222 21122222 22221222 22220222 22200222 22211222 22002222 22112222
[384,447] EZOOOOOOO 21111111 22000022 22111122 22202022 22212122 20202020 21212121
[448511] [22212111 22202000 00002022 11112122 22222212 22222202 22022222 22122222
[
[
[
[
[
[

512575] 102222222 12222222 22222222 22222222 22020200 22121211 22211211 22200200
576,639] EOOOOOOOO 11111111 00000000 11111111 22000000 22111111 22002220 22112221
640,703] (22222222 22222222 20222222 21222222 22221222 22220222 02020122 12121022
704,767 1020000000 21111111 02222222 12222222 02000100 12111011 22002220 22112221
768,831 U22200222 22222222 22222111 22222000 22222022 22222122 22222202 22222212
832,895] 522000000 22111111 00202000 11212111 22022200 22122211 22002210 22112201
[0[896,959] (122202212 22212202 22222212 22222202 22222222 22222222 22202220 22212221
0[960,1023] 022222220 22222221 22002202 22112212 20202220 21212221 22002220 22112221

1024,1087] 022222222 22222222 22222222 22222222 02222222 12222222 02222222 12222222

1088,1151] (722222222 22222222 02222222 12222222 02222222 12222222 22221112 22220002
[01152,1215] 022222222 22222222 22222202 22222212 22111121 22000020 22112222 22002222

1216,1279] 002222222 12222222 22112212 22002202 22212122 22202022 22010122 22101022

1280,1343] 520220222 21221222 22122222 22022222 22212111 22202000 00200022 11211122
[11344,1407] [J22111122 22000022 22000022 22111122 22222022 22222122 22222222 22222222
31408,1471] 022022022 22122122 22220022 22221122 22222212 22222202 22220222 22221222

OoooDoooooooooooooopoa

1472,1535] 522202222 22212222 22222222 22222222 22222202 22222212 22111112 22000002
1536,1599] (722222222 22222222 02222222 12222222 20222222 21222222 22222222 22222222
[]1600,1663] [J00000000 11111111 22222222 22222222 20222222 21222222 22020222 22121222
1664,1727] 020222222 21222222 22112212 22002202 22010222 22101222 22221122 22220022
1728,1791] 521222222 20222222 22022222 22122222 22201222 22210222 22222220 22222221
[11792,1855] 22211111 22200000 22202022 22212122 22222222 22222222 22222202 22222212
1856,1919] 022222000 22222111 22222202 22222212 22111122 22000022 22001122 22110022
1920,1983] U22222222 22222222 22222222 22222222 22222222 22222222 22222222 22222222
1984,2047] [j22222202 22222212 22222222 22222222 22222222 22222222 22222220 22222221
[12048,2111] 002222222 12222222 22222222 22222222 22222222 22222222 20222222 21222222
2112,2175] 022222222 22222222 22222222 22222222 20222222 21222222 22221112 22220002
2176,2239] 22020000 22121111 22122111 22022000 22122222 22022222 02010222 12101222
[12240,2303] [J20222222 21222222 22222222 22222222 22020122 22121022 22112222 22002222
2304,2367] 022222222 22222222 22212211 22202200 22222012 22222102 22222212 22222202
32368,2431] 522112111 22002000 22202022 22212122 22222222 22222222 22222222 22222222
2432,2495] (122202222 22212222 22222202 22222212 22222222 22222222 22222020 22222121
[]2496,2559] [122222222 22222222 22222202 22222212 22222220 22222221 22222222 22222222
2560,2623] U22111122 22000022 20222222 21222222 22112222 22002222 22020222 22121222
2624,2687] 522222222 22222222 21222222 20222222 22220000 22221111 22222000 22222111
[12688,2751] [j22221122 22220022 22020222 22121222 22222222 22222222 22111122 22000022
2752,2815] 122000200 22111211 22201222 22210222 22222222 22222222 22222200 22222211
52816,2879] U22202022 22212122 22222222 22222222 22222202 22222212 22222220 22222221
2880,2943] (22222200 22222211 22221102 22220012 22222220 22222221 22222222 22222222
[02944,3007] 022222202 22222212 22222220 22222221 22222220 22222221 22222222 22222222
3008,3071] 022222220 22222221 22222220 22222221 22222222 22222222 22222222 22222222
3072,3135] 00000000 11111111 00000000 11111111 20000000 21111111 02222222 12222222
[13136,3199] [J00000000 11111111 22222222 22222222 21222222 20222222 22220222 22221222
3200,3263] 022000000 22111111 22220020 22221121 02010000 12101111 22220020 22221121
33264,3327] 520222222 21222222 22020222 22121222 22122022 22022122 22222220 22222221
3328,3391] [j22000000 22111111 00202000 11212111 22222220 22222221 22220002 22221112
[03392,3455] 122202200 22212211 22222202 22222212 22222202 22222212 22222222 22222222
3456,3519] U22220200 22221211 22220010 22221101 20222020 21222121 22220020 22221121
3520,3583] 522111122 22000022 22112022 22002122 22222222 22222222 22222220 22222221
[13584,3647] [122222222 22222222 21222222 20222222 22020000 22121111 22122022 22022122
3648,3711] 22000000 22111111 21020222 20121222 22202000 22212111 22002222 22112222
53712,3775] 022002200 22112211 22202200 22212211 22222222 22222222 22222200 22222211
3776,3839] (22202000 22212111 22220022 22221122 00000000 11111111 22222222 22222222
[3840,3903] 22222200 22222211 22112202 22002212 22222220 22222221 22222222 22222222
3904,3967] 022222200 22222211 22121212 22020202 22222222 22222222 22222222 22222222
3968,4031] 22222220 22222221 22222222 22222222 22222222 22222222 22222222 22222222
H4032,4095] [22222222 22222222 22222222 22222222 22222222 22222222 22222222 22222222

0 e
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6.6.3 DP table format

If DPON = 1, DPPRIV = 1 and DPLAST = O, the private DP table shall be encoded into the
DPTABLE field of BI H (see clause 6.2). The DPTABLE field shal be defined by paralleling the
structure of the four tables above that define DP for the default resolution reduction algorithm. In
particular, it shall be a concatenation of the four tables with two bits allocated to each table entry so that
four entries pack into one byte. Typographically leftmost and uppermost entries in the tables shall pack
into higher order bits in bytes and earlier bytes in the DPTABLE field. When it is not possible to make
a DP prediction, 2 shall be coded into the two-bit field.

NOTE — This permission is granted so that the most significant bit of the two-bit field
becomes by itself an indication that a DP prediction can not be made.

Because there are 8, 9, 11, and 12 reference pixels for predicting respectively pixels in spatial phases O,
1, 2, and 3, the DPTABLE field will be

1728 = 2x(256+512+2048+4096)/8 (7
bytes in length.

6.7 Model templates and adaptive templates

Model templates define a neighborhood around a pixel to be coded. The values of the pixels in these
neighborhoods, plus spatial phase in differential layers, define a context, with a separate arithmetic
coding adapter used for each different context (see clause 6.8). Although a template is a geometric
pattern of pixels, the pixels in a template are said to take on values when the template is aligned to a
particular part of the image.

6.7.1  Lowest resolution layer

Figure 14 shows the template which shall be used when encoding the lowest resolution layer when
LRLTWDIis 0.

Figure 14 — Three-line model template for lowest resolution layer

The pixel denoted by a "?" corresponds to the pixel to be coded and is not part of the template. The
pixels denoted by "X" correspond to ordinary pixels in the template, and the pixel denoted by "A" is a
specia pixel in the template that is called an "adaptive" or "AT" pixel. This pixel is specia in that its
position is alowed to change during the process of encoding an image. See clause 6.7.3 for a
description of AT pixels. The "A" indicates the initial location of the AT pixel.

The values of the pixels in the template shall be combined to form a context. Each pixel in the model
template (including the adaptive pixel) shall correspond to a specific bit in the context, athough the
pixels in the template may be assigned to bits in the context in any order. Because there are 10 pixels
in this template, contexts associated with the lowest resolution layer can take on 1024 different values.
This context shall be used to identify which arithmetic coder adapter is to be used for encoding the pixel
to be coded, as described in clause 6.8.
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If LRLTWDIis 1, the lowest-resolution-layer model-template shall be that shown in Figure 15.

Figure 15 — Two-line model template for lowest resolution layer
The meaning of the labels "X", "A", and "?" is as before.

NOTE — Software execution speed in the lowest resolution layer will be somewhat faster with
the two-line template than the three line template. The penalty in using the two-line template is
about a 5% loss in compression efficiency.

Whenever any of the pixels in the templates of Figures 14 or 15 (as dictated by LRLTWOD) lie outside
the boundaries of the image or stripe, the general edge rules of clause 6.1.2 shall be used.

6.7.2  Differential layer

Figure 16 shows the templates that shall be used when encoding differential-layer images. Notice that
these templates contain references to pixels in the next lower resolution image as well as to pixels in the
image being encoded, and that the model template is different for different phases. The symbols "7,
"X", and "A" have the same meaning as in the previous clause.
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X X
A X X A X X
X X ? X X

Phase O Phase 1
X X
A X X
7O .
X X ?
Phase 2 Phase 3

Figure 16 — Model templates for differential-layer coding

Contexts shall be formed from these templates in a way similar to what was described for the lowest-
resolution-layer template. Each pixel in a template shall contribute one bit to the context. In addition,
when encoding differential-layer images, two additional bits shall be added to the context to describe the
phase of the pixel being encoded. As before, any particular bits may be used to describe the phase
information, although the assignment of pixels and phase information to bits in the context shall remain
fixed while encoding an image. Because there are 10 pixels in the differential-layer templates and
because 2 bits are used to describe phase information, there are 4096 different possible contexts while
processing differential images. This context shall be used to identify which arithmetic coder adapter is
to be used for encoding the pixel to be coded.
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6.7.3  Adaptive template pixels

In coding the differential layers as well as the lowest-resolution layer, the model template shall be
allowed to change in the restricted way described in this clause.

The single pixel that is alowed to change shall be called the AT pixel. Itsinitial (or default) location is
indicated by "A" in Figures 14, 15, and 16 for, respectively, lowest-resolution-layer coding with a three-
line template, lowest-resolution-layer coding with a two-line template, and differential-layer coding. In
general, the AT pixel can be moved independently for all layers to anywhere in the field shown in
Figure 17.

My My e 2My | LMy | OMy | LM, | -2M, e M, M,
M1 21 | 11 | o1 | .11 | 21 M, 1
M,,0 o 20 | 10 | 2

Figure 17 — Field to which AT movements are restricted

However, the new AT location shall not overlap any regular pixels in the template. (Hence permissible
movements for two-line lowest-resolution-layer coding, three-line lowest-resolution-layer coding, and
differential-layer coding are dlightly different.)

A differential-layer AT movement is effective for all four phases simultaneously. If there is more than
one differential layer, the movements in each are independent.

The parameters My and My define the size of the rectangle in Figure 17. Absolute limits and suggested
minimum support are as in Tables 9 and A-1.

NOTE — Because it is more costly, in general, for hardware to support vertical movement of
the AT pixel, the suggested minimum support for My is restricted to zero so that AT pixel
movement to anywhere but the default location is restricted to the current line being coded.

If an encoder wishes to change the location of the AT pixel, it shall inform the decoder of the change by
coding Ty, Ty, and yar as indicated in Table 14. The numbers coded into tx and Ty shall be,
respectively, the horizontal and vertical offsets from the target pixel as shown in Figure 17. The
possibly negative number 1y shall be encoded in 2's-complement form. The number coded into yar
shall be the number of the high-resolution line at the beginning of which the change shall be made. The
line numbering used shall restart with O at the top of each stripe.

It is permissible to move the AT pixel back to its initial (or default) location after having once moved it
away. The default location for the AT pixel shall always be coded by 14x=0 and 1y=0 rather than the
true X and Y coordinates.

NOTE — This convention is convenient because the true coordinates are different for lowest-

resolution-layer coding and differential-layer coding. It also makes it possible for an encoder to
inform a decoder that there will never be any AT movements by setting My and My both equal
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to 0.

Annex C describes a computationally simple technique for making determinations of when an AT pixel
change is desirable and where it should be moved.

6.8 Arithmetic coding

The entropy coder used in this Specification is an adaptive arithmetic compression coder. In subclause
6.8 and al its subclauses, the flow diagrams and Table 24 are normative only in the sense that they are
defining an output that alternative implementations must duplicate. All background information and
discussion in the subclauses of subclause 6.8 is informative.

NOTE — It is intended that the arithmetic coding operations described in this clause be
identical to the arithmetic coding operations described in 1SO/IEC—10918-1. However, should
there be any unintentional difference in the descriptions, the procedure described in this
Specification shall be used.

For each stripe of each resolution layer, the arithmetic encoder shall produce a byte stream SCD. It
shall have four streams as inputs, each of them providing one value for each pixel in the stripe being
coded. As shown in Figure 18 these four inputs shal be a pixel Pl X, a context value CX, a TP
indication TPVALUE, and a DP indication DPVALUE.

PI X —] —— SCD
CX ——  Arithmetic

TPVALUE — Encoder

DPVALUE —

Figure 18 — Encoder inputs and outputs

The pixel to be coded is generally just a pixel from the image, but if lowest-resolution-layer TP or
differentia-layer TP is enabled, it will occasionaly be a pseudo-pixel, LNTP (differentia-layer) or
SLNTP (lowest-resolution-layer). The inputs CX, TPVALUE, and DPVALUE are generated as
described in clauses 6.7, 6.4, 6.5 and 6.6.

For each stripe of each resolution layer the arithmetic decoder shall read a byte stream SCD. As shown
in Figure 19 this stream along with the per-pixel inputs streams CX, TPVALUE, and DPVALUE shall
be processed to recreate the stream Pl X.

SCD — | - PIX
CX ——  Arithmetic

TPVALUE — | Decoder

DPVALUE —

Figure 19 — Decoder inputs and outputs

The inputs CX, TPVALUE, and DPVALUE are identical to those used in the encoder.

It is simplest to specify the requirements for the encoder and decoder by describing sample procedures.
The sample procedures are defined by flow diagrams and a table. Many equivaent procedures exist.
Some will have speed, memory-usage, or simplicity advantages over others. Some are more suitable for
hardware implementation and others more suitable for software implementation. The choice here was
weighted in favor of greatest simplicity and conciseness. Any encoding or decoding procedures
producing the same outputs as the sample procedures may be used. This output equivalence shall be the
only requirement.
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6.8.1 Fundamental arithmetic coding concepts (informative)
6.8.1.1 Interval subdivision

Recursive probability interval subdivision is the basis for arithmetic coding. Conceptually, an input
seguence of symbols is mapped into a real number x on the interval [0.0,1.0) where a square bracket on
an interval end denotes equality being allowed and a curved bracket denotes it being disallowed. What
is transmitted or stored instead of the original sequence of symbols is the binary expansion of x.

Figure 20 shows an example of such interval division through an initial sequence 0,1,0,0 to be coded.

1000 ............ R
A(D) : f ;
A(011) :
A(0) A(0101)
A(010)
A(0100)
A(0)
A(00)
0000 ............
Symbols to be coded: 0 1 0 0

Figure 20 — Interval subdivision

The portion of [0.0,1.0) on which x is known to lie after coding an initial sequence of symbols is known
as the current coding interval. For each binary input the current coding interval is divided into two
sub-intervals with sizes proportional to the relative probabilities of symbol value occurrences. The new
current coding interval becomes that associated with the symbol value that actually occurred. In an
encoder, knowledge of the current coding interval is maintained in a variable giving its size and a
second variable giving its base (lower bound). The output stream is obtained from the variable pointing
to the base.

In the partitioning of the current interval into two sub-intervals, the sub-interval for the less probable
symbol (LPS) is ordered above the sub-interval for the more probable symbol (MPS). Therefore, when
the LPS is coded, the MPS sub-interval is added to the base. This coding convention requires that
symbols be recognized as either MPS or LPS, rather than O or 1. Consequently, the size of the LPS
interval and the sense of the MPS for each symbol must be known in order to code that symbol.

Since the code stream always points to a real number in the current coding interval, the decoding
process is a matter of determining, for each decision, which sub-interval is pointed to by the code string.
This is also done recursively, using the same interval sub-division process as in the encoder. Each time
a decision is decoded, the decoder subtracts any interval the encoder added to the code stream.
Therefore, the code stream in the decoder is a pointer into the current interval relative to the base of the
current interval.

Since the coding process involves addition of binary fractions rather than concatenation of integer code
words, the more probable binary decisions can often be coded at a cost of much less than one bit per
decision.
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6.8.1.2 Coding conventions and approximations

It is possible to perform these coding operations using fixed precision integer arithmetic. A register A
contains the size of the current coding interval normalized to always lie in the range [0x8000,0x10000]
where an "0x" prefix denotes a hexadecimal integer. Whenever as a result of coding a symbol A
temporarily falls below 0x8000, it is doubled recursively until it is greater than or equal to 0x8000.
Such doublings are termed "renormalizations.”

A second register, C, contains the trailing bits of the code stream. The register C is aso doubled each
time A is doubled. Periodically (to keep C from overflowing) a byte of data is removed from the high
order bits of the C register and placed in an external code string buffer. Possible carry-over must be
resolved before the contents of this buffer is committed to output.

A simple arithmetic approximation is used in the interval subdivision. For an interval A and a current
estimate p of the LPS probability, a precise caculation of the LPS sub-interval would require a
multiplication pxA. Instead, the approximation

pxA HpxA = LSz ®)

is used where the overscore denotes an average over the probability density of A and LSZ is a stored
guantity equal to the size of the approximated interval for the LPS. Because A is kept in the range
[0x8000,0x10000], replacing A by its statistical average does not introduce too great an error.
Empirically, A isfound to have a probability density inversely proportional to A.

Whenever the LPS is coded, the value of the MPS subinterval A-LSZ is added to the code register and
the coding interval is reduced to the value LSZ of the LPS subinterval. Whenever the MPS is coded,
the code register is left unchanged and the interval is reduced to A-LSZ. If A falls below 0x8000 in
performing these operations, it is restored to the proper range by renormalizing both A and C.

With the process sketched above, the approximation in the interval subdivision process can sometimes
make the LPS sub-interval larger than the MPS sub-interval. If, for example, the value of LSZ is
0,33 x 0x10000 and A is at the minimum allowed value of 0x8000, the approximate scaling gives 1/3
of the interval to the MPS and 2/3 to the LPS. To avoid this size inversion, the interval is subdivided
using this simple approximation, but the MPS and LPS interval assignments are exchanged whenever the
LPS interval is larger than the MPS interval. This MPS/LPS "conditional exchange' can only occur
when a renormalization will be needed.

Whenever a renormalization occurs, a probability estimation process is invoked which determines a new
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probability estimate for the context currently being coded.
6.8.2 Encoder
6.8.2.1 Encoder flow diagram

$

Call I Nl TENC

Read PI X, CX, TPVALUE, DPVALUE

$

TPVALUE # 2 Yes
or
DPVALUE # 2 ?

| No

Call ENCODE

No
Finished stripe ?

J/Yes

Call FLUSH

¢

Figure 21 — ENCCDER flow diagram

This flow diagram is executed for each stripe of each resolution layer. Pixels that are not typically
predictable and are not deterministically predictable are coded with the procedure ENCODE. The
initialization procedure |1 NI TENC is called on entry, and the termination procedure FLUSH, on exit.

6.8.2.2 Encoder code register conventions

The flow diagrams given in this clause assume the register structure shown in Table 23.

Table 23 — Encoder register structure
0 0 nsb Isb U
Cregister 70000cbbb, bbbbbsSs, XXXXXXXX, XXXXXXXX H
FA register 00000000, 0000000a, aaaaaaaa, aaaaaaaa

The "&" bits are the fractional bits in the current interval value and the "x" bits are the fractional bits in
the code register. The "s' bits are spacer bits, at least one of which is needed to constrain carry-over,
and the "b" bits indicate the bit positions from which the completed bytes of data are removed from the
C register. The "c" bit is a carry bit. The seventeenth A register bit is conceptually present and hence
shown here, but it can easily be avoided if a 16 bit implementation is desired. In this case, initializing
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to O0x0000 instead of 0x10000 works properly as long as underflow in the underlying hardware or
software produces the same low order 16 bits on subtracting from 0x0000 as on subtracting from
0x10000. Such behavior is the usual.

These register conventions illustrate one possible implementation. Here especially, there are many other
possibilities.

6.8.2.3 Probability estimation tables
For each possible value of the context CX there is stored a one-bit value MPS[ CX] and a seven-bit

value ST[ CX], which together completely capture the adaptive probability estimate associated with that
particular context. Four arrays indexed by ST[ CX] are shown in Table 24.
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Table 24 — Probability estimation table
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The color MPS is the (estimated) most likely color for Pl X. LSZ is the LPS interval size, which can
be interpreted to a probability via equation 8, although no such interpretation need be made as only
LSZ ever enters subsequent calculations.

The arrays NLPS and NVPS give, respectively, the next probability-estimation state for an observation
of the LPS and the MPS. The movement given by NWVPS only occurs if in addition to observing the
MPS, a renormalization also occurs. When the movement given by NLPS occurs, there will also be an
inversion of MPS[ CX] if SWICH[ CX] is 1.

Annex D (informative) explains why the entries in Table 24 are the way they are.

6.8.24 Flow diagram for the procedure ENCODE

$

No Pl X=MPS[ CX] ? ves
! | !

Call CODELPS Call CODEMPS

| |
¢

Figure 22 — Flow diagram for the procedure ENCODE

If the current symbol Pl X equals the value currently thought to be most probable, the routine
CODEMPS is called. Otherwise, CODELPS is called.
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6.8.2.5 Flow diagram for the procedure CODELPS

|

A=ALSZ[ST[CX]

¢

A<LSZ[ ST[CX]] ?

\LNO

C=C+A
A=LSZ[ST[CX ]

SWICH[ ST[ CX] ] =1 ?

| Yes

MPS[ CX] = 1-MPS[ CX]

ST[CX] = NLPS[ ST[ CX] ]
Call RENORMVE

¢

Figure 23 — Flow diagram for the procedure CODELPS

The CODELPS procedure normally consists of the addition of the MPS sub-interval A-LSZ[ST [CX]]
to the code stream and a scaling of the interval to the sub-interval LSZ[ ST[ CX]]. It is dways
followed by arenormalization. If SWICH[ ST[ CX] ] is1, MPS[ CX] isinverted.

However, in the event that the LPS sub-interval is larger than the MPS sub-interval, the conditional
MPS/LPS exchange occurs and the MPS sub-interval is coded.
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6.8.2.6 Flow diagram for the procedure CODEMPS

$

A=ALSZ[ST[CX ]

$

No Yes
A<0x8000 ? J/

A<LSZ[ ST[CX]] ? ves $

C=C+A
A=LSZ[ST[CX ]

!

ST[ CX] = NVPS[ ST[ CX] ]
Call RENORVE

|
¢

Figure 24 — Flow diagram for the procedure CODEMPS

The CODEMPS procedure normally reduces the size of the interval to the MPS sub-interval. However,
if the LPS sub-interval is larger than the MPS sub-interval, the conditional exchange occurs and the LPS
sub-interval is coded instead. Note that this interval size inversion cannot occur unless a renormalization
is required after the coding of the symbol.

6.8.2.7 Flow diagram for the procedure RENORME

J//—

A=Al
C=Cx1
CTr=CT-1

Call BYTEQUT

Yes

A<0x8000 ?

Figure 25 — Flow diagram for the procedure RENORVE
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Both the interval register A and the code register C are shifted, one bit at atime. The number of shifts
is counted in the counter CT, and when CT is counted down to zero, a byte of compressed data is
removed from C by the procedure BYTEQUT. Renormalization continues until A is no longer less than
0x8000.

6.8.2.8 Flow diagram for the procedure BYTEQUT

$

TEMP = C&>19

TEMP>0xff ?

BUFFER = BUFFER+1
Write BUFFER
Write 0x00 SC times

Yes No
TEMP=0xff ?

SC=0 SC=SC+1 Write BUFFER
BUFFER = TEMP& Oxff Write Oxff SC times
SC=0
BUFFER = TEMP
C = C&Ox7ffff
Cr=8

¢

Figure 26 — Flow diagram for the procedure BYTEQUT

The procedure BYTEQUT is called from RENORME. The variable TEMP is a temporary variable that
holds the byte at the top of the C register that is to be output plus a carry indication. The variable
BUFFER holds the most recent tentative output that was unequal to Oxff. The counter SC holds the
number of Oxff bytes there have been since the byte in BUFFER was tentatively output.

The shift of the code register by 19 bits aligns the output bits "b" with the low order bits of TEMP.
The first test then determines if a carry-over has occurred. If so, the carry must be added to the
tentative output byte in BUFFER before it is finaly committed to output. Any stacked output bytes
(converted to zeros by the carry) are then output. Finally the new tentative output byte BUFFER is set
equal to TEMP less any carry.

If a carry has not occurred, the output byte is checked to see if it is Oxff. If so, the stack count SCis
incremented, as the output must be delayed until the carry is resolved. If not, the carry has been
resolved, and any stacked Oxff bytes may be output.

NOTE — The probability that the counter SC will reach a given integer n fals off rapidly as
28 5o that in practice values of SC beyond 3 or 4 are rarely seen in coding an image.
However, in principle SC can become as large as the number of bytes in the output file SCD.
Whenever carry is resolved, the input image can not be processed while SC 0x00 or Oxff bytes
are output. Since SC can become in principle quite large, this halt can aso in principle
become quite long.

If it is important for a particular implementation, the reserved marker can be used to finitely
bound any halt of the processing of the input image. One way is to insert the reserved marker
whenever SC reaches some small number, say 8, and then decrement SC by 8. Then in a
postprocessing step within the encoder each of these markers is replaced by either eight Oxff
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bytes or eight 0x00 bytes as appropriate. This postprocessing must be done by the encoder as
no decoder is expected to know anything about such an application of the reserved marker.
Such a use of the reserved marker byte only works with PSCD data dynamically created from
SCD data as it is generated.

A second way to use the reserved marker to this same end is to allow SC to build up to
arbitrarily large values, but if SC is larger than some number, say 8, when carry is eventually
resolved, to output the reserved marker followed by an 0x00 or Oxff byte to indicate to what
carry was resolved and then an encoding in, say, the next four bytes, of the actual SC value.
Again, encoder postprocessing is required to replace this marker by the proper number of Oxff
or 0x00 bytes.

6.8.2.9 Flow diagram for the procedure |1 NI TENC

First stripe of
this layer or
forced reset?

For all CX For all CX set ST[ CX] and MPS[ CX]
ST[CX] =0 to their values at the end
MPS[CX] =0 of the previous stripe of this layer

SC=0
A = 0x10000
C=0
CT=1

¢

Figure 27 — Flow diagram for the procedure | NI TENC

If this stripe is at the top of the image, the probability-estimation states for all possible values of CX are
set to O (that is, the equiprobable state). Otherwise, they are reset to their values at the end of the last
stripe at this resolution. The stack count SC and the code register C are cleared. The counter CT is
set to 11 (a byte plus the 3 spacer bits). The coding interval register A is set to 0x10000.
Alternatively, for 16 bit implementation, it can be set to 0x0000 as long as the hardware or software
produces the same 16 bits on subtracting a 16 bit quantity from O as is obtained in mathematically
subtracting from 0x10000. This will amost always be the case.

38



ISO/IEC 11544

6.8.2.10 Flow diagram for the procedure FLUSH

$

Call CLEARBI TS
Cal FI NALWRI TES
Remove the first byte in SCD
If desired, remove any 0x00 bytes at the end of SCD

¢

Figure 28 — Flow diagram for the procedure FLUSH

Two subprocedures are called first. Then the first byte that was written into the stream SCD is removed
and if desired some or al of any 0x00 bytes at the end of SCD are also removed until finally coming to
a byte unequal to 0x00. Good software and hardware implementations will set up auxiliary variables so
that these bytes are never written in the first place. The implementation described here was chosen for
simplicity and conciseness.

6.8.2.11 Flow diagram for the procedure CLEARBI TS

$

TEMP = ( A-1+C)& Oxffff0000

Yes No
TEMP<C ?

C = TEMP+0x8000 C=TEMP

| |
¢

Figure 29 — Flow diagram for the procedure CLEARBI TS

The code register Cis set to the value in [C,C+A-1] that ends with the greatest possible number of zero
bits.
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6.8.2.12 Flow diagram for the procedure FI NALWRI TES

$

C=C<<CT

COxTifffff ?

Write BUFFER+1
Write 0x00 SC times

Write BUFFER
Write Oxff SC times

$

Write (C>>19)& Ox(ff
Write (C>>11)& Ox(ff

Figure 30 — Flow diagram for the procedure FI NALWRI TES

¢

The final carry resolution is performed and two bytes from C are written.

6.8.3 Decoder
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6.8.3.1 Decoder flow diagram

|

Cal I Nl TDEC

¢

Read SCD

Read CX, TPVALUE, DPVALUE

¢

TPVALUE # 2

Y& | set Pl X to
TPVALUE

No

Yes

Set PI X to

DPVALUE # 2 DPVAL UE

No¢

Call DECODE

No

Finished stripe ?

¢ Yes
Figure 31 — Decoder flow diagram

This flow diagram is executed for each stripe of each resolution layer. Pixels that are not typically
predictable and are not deterministically predictable are decoded by the procedure DECODE. The
initialization procedure |1 NI TDEC is called on entry.

6.8.3.2 Decoder code register conventions

The flow diagrams given in this clause assume the register structure shown in Table 25.

Table 25 — Decoder register structure
0 U nsb Isb O
FbHI GH register H XXXXXXXX, XXXXXXXX E
OCLOWregister [ bbbbbbbb, 00000000 O
H A register Ha, aaaaaaaa, aaaaaaaa H

CHI GH and CLOWCcan be thought of as one 32 bit C register, in that renormalization of C shifts a bit
of new data from bit 15 of CLOWto bit 0 of CHI GH. However, the decoding comparisons use CHI GH
alone. New data is inserted into the "b" bits of CLOWone byte at a time. As in the encoder, the
seventeenth A register bit is conceptually present, but easily avoided in implementations.
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The probability-estimation tables used in decoding are identical to those used in encoding.

6.8.3.4 Flow diagram for the procedure DECCDE

$

A=ALSZ[ST[CX]]

A<0x8000 ?

Call MPS_EXCHANGE
Call RENORMD

Pl X = MPS[ CX]

$

Call LPS_EXCHANGE
Call RENORMD

Figure 32 — Flow diagram for the procedure DECODE

¢

Only when a renormalization is needed is it possible that the MPS/LPS conditional exchange may have

occurred.
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6.8.3.5 Flow diagram for the procedure LPS EXCHANGE

$

ALSZ[ ST[CX] 2 S0
CHI GH = CHI GHA CHI GH = CHI GHA
A=LSZ[ST[CX]] A=LSZ[ST[CX]]
PI X = MPS[ C -1
ST[CX] = NI\/PS{ s)Tq[ cX ] PIX=1-MPS[ X

¢

SWICH ST[CX] ] =17
\L Yes
MPS[ CX] = 1-MPS[ CX]

ST[CX] = NLPS[ ST[ CX] ]

¢

Figure 33 — Flow diagram for the procedure LPS_ EXCHANGE
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6.8.3.6 Flow diagram for the procedure MPS_EXCHANGE

$

Y N
S  AdLsz[ST[CX] 2 °

. Pl X = MPS[ CX]
Pl X 1L\/PS[ CX] ST[CX] = NWPS[ ST[ CX] ]

SWICH[ ST[ CX] ] =1 ?

J/ Yes
MPS[ CX] = 1-MPS[ CX]

ST[CX] = NLPS[ ST[ CX] ]

¢

Figure 34 — Flow diagram for the procedure MPS_EXCHANGE

6.8.3.7 Flow diagram for the procedure RENORNVD

Call BYTEI N

A=Al
C=Cx1
CT=CrT-1

A<0x8000 ?

Figure 35 — Flow diagram for the procedure RENORVD

CT is a counter which keeps track of the number of compressed bits in the CLOWsection of the C
register. When CT is zero, a new byte is inserted into CLOW

Both the interval register A and the code register C are shifted, one bit at a time, until A is no longer
less than 0x8000.
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6.8.3.8 Flow diagram for the procedure BYTEI N

$

Yes Has al data been No
read from SCD ?

Read one byte from SCD

BUFFER =0 Set BUFFER equal to it

$

C = C+( BUFFER<<8)
CT=8

¢

Figure 36 — Flow diagram for the procedure BYTEI N

Bytes are read from SCD until it exhausts, after which further reads are satisfied by returning 0x00.
The bytes read are inserted into the upper 8 bits of CLOW The counter is reset to 8.

6.8.3.9 Flow diagram for the procedure | NI TDEC

First stripe of
this layer or
forced reset?

For all CX For all CX set ST[ CX] and MPS[ CX]
ST[CX] =0 to their values at the end
MPS[CX] =0 of the previous stripe of this layer

$

C=0
Call BYTEI N
C=C<<8
Cal BYTEI N
C = C<<8
Call BYTEI N
A = 0x10000

¢

Figure 37 — Flow diagram for the procedure | NI TDEC

If this stripe is at the top of the image, the probability-estimation states for all possible values of CX are
set to 0. Otherwise, they are reset to their values at the end of the last stripe at this resolution. Three
bytes are read into the C register.

45



ISO/IEC 11544

7 Test methods and datastream examples

This normative clause describes test methods for the algorithm described in earlier clauses of this
document. There are many possible parameterizations, and this clause will document ways to test the
accuracy of some parameterizations thought to be helpful in debugging implementations.

7.1 Arithmetic coding

In this clause a small data set is provided for testing the arithmetic encoder and decoder. It will be
assumed that this data set represents the raw data of a stripe. The test is structured to test many of the
encoder and decoder paths, but it is impossible in a short test sequence to check all of them so
agreement with the results of this test unfortunately does not guarantee a completely correct
implementation.

Pl X: 05e0 0000 8b00 01c4 1700 0034 7fff 1a3f 951b 05d8 1d17 e770 0000 0000 0656 Oe6a
CX: 0f e0 0000 0f 00 00f0 ff00 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000

The encoder, see Figure 18, has four inputs. The first sequence describes the PI X input and the second
one describes the corresponding CX input. For simplicity, the input variable CX for this test takes only
the two values 0 and 1, rather than the 4096 values it takes on for the JBIG encoder/decoder. The other
two inputs TPVALUE and DPVALUE are assumed to be aways 2 (for the encoder and decoder). The
encoder’s output (SCD) consists of 200 bits (25 bytes) and is shown below in hex form

SCD: 6989 995c 32ea faaO d5ff 527f ffff ffcO 0000 003f ff2d 2082 91

For the decoder, see Figure 19, the inputs SCD and CX are given from the sequences above while Pl X
is now the output.

Table 26 provides a symbol by symbol list of the arithmetic encoder and decoder operation. The first
line in this table corresponds to the | Nl TENC and | NI TDEC procedures with BUFFER initialized to
0x00. The last line in Table 26 corresponds to the encoder’s FI NALWRI TES procedure. The first
column is the event counter (EC), the second is the value of the binary event Pl X to be encoded and
decoded and the third is the corresponding value of the input variable CX. The MPS column indicates
the sense of MPS, and the CE column indicates that the conditional exchange (see clauses 6.8.2.5,
6.8.2.6, and 6.8.3.4) will occur when encoding (decoding) the current binary event Pl X. The current
state (see Table 24) and its corresponding LPS size are shown in the columns labeled ST and LSZ.
Next is listed the value of the register A before the event is encoded (decoded). Note that the A
register is always greater than or equal to 0x8000.

The variables up to this point were common for the encoder and decoder. The next five columns
(C,CT,SC,BUF,QUT) are only for the encoder and the last 3 columns (C,CT,I N) are for the decoder. For
the encoder the inputs are (Pl X,CX) and its output is given in column OUT, while for the decoder the
inputs are (CX,I N) and the output is Pl X. The values of the register C listed under column C are
given before the current event is encoded (decoded). For the encoder, CT is a counter indicating when
a byte is ready for output from register C. SC is the number of Oxff bytes stacked in the encoder
waiting for resolution of carry-over. The column under BUF shows the byte in variable BUFFER
waiting to be sent out. This byte can sometimes change from a carry-over. Finally, for the encoder the
code bytes are listed under column QOUT. These bytes are sent to the output during the coding of the
current event. If more than one byte is listed, these bytes were also output during the current event and
they were generated by clearing the SC counter.

For the decoder, the values of the register C are given before the event is decoded and they are listed
under column C. The decoder’s counter CT is shown in the next column and indicates when to input
the next byte from the code stream. Finally in the last column, the code bytes are listed if they were
read into the code register at the end of the current event.
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The last row, shows the output generated by the FI NALWRI TES procedure. This procedure generates
also five additional 0x00 bytes, two from clearing the counter SC and three from flushing the C
register. These final 0x00 bytes are not included in the code bytes SCD, since the option to remove all
the Ox00 bytes from the end of the code stream of a stripe (see FLUSH procedure Figure 28) was
exercised. Notice, that it is allowable to leave any of these final 0x00 at the end of the code stream
SCD. The decoder now on reaching the end of the coded stream, reads 0x00's in its C register until it
decodes the desired number (256) of pixels.

In order to generate now the PSCD code stream, see Table 12, the STUFF (0x00) byte must be inserted
after each ESC (Oxff) byte in SCD

PSCD: 6989 995c 32ea faa0 d5ff 0052 7fff 00ff 00ff 00cO 0000 003f ffO0O0 2d20 8291.

Finally, because of the assumption that the data (CX,Pl X) are the raw data of a stripe, the stripe data
entity (SDE) can be generated by appending the bytes ESC (Oxff) and SDNRM (0x02).

SCE: 6989 995c 32ea faa0 d5ff 0052 7fff 00ff 00ff 00cO 0000 003f ff00 2d20 8291 ffO02.
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Table 26 — Encoder and decoder trace data
]

J ENCODER = DECODER
EC PX CX MPS CE ST LsZ A g C CT SC BUF OUT g C CT IN
= hex hex o hex hex hex ~ hex hex
00 0 000000000 0 698999
o1 0 0 0 0 0 b5ald 10000 CJO0000000 11 0 00 (69899900 8

02 0 0 0 1 0 b5ald 0a5e3 (00000000 11 0 00 69899900 8

03 0 0O 0 0 1 258 Ob43a JOO00S78c 10 O 00 030873200 7

04 0 0O 0O 0 1 258 08b4 [JOOOOS78&C 10 O 00 30873200 7

o5 0 1 0 0 0 b5ald O0d5c 00001218 9 0 00 77066400 6

o6 1 1 0 0 1 258 Of07e 00002530 8 O 00 Deelcc800 5

o7 0 1 0 1 14 5af 0918 D000cedd 6 O 00 08932000 3

o8 1 1 0 0 15 3f5 Obdfe 00019072 5 O 00 0alf44000 2  5¢
09 1 1 0 0 36 5l Ofco4 DO0EB92c 3 0 00 Obo6d5c00 8

00 1 1 1 0 37 48c Ob5c2 JO0d2fsbe 2 0 00 01d74b800 7

o1 1 1 1 0 33 30d Odec [Olasebrc 1 0 00 32697000 6

02 0 0 0 0 2 1114 Oawdf [Olasebrc 1 0 00 032697000 6

o)3 0 0 0 0 2 1114 O8fchb DOlasebrc 1 0 00 032697000 6

o4 0 0O 0O 0 3 080b Ofdée 000368 8 0O 69 075026000 5

o5 0 0 0 0 3 080b Of563 J0003d6f8 8 O 69 075026000 5

0.6 0 0O 0O 0 3 080b Oed58 000368 8 0O 69 075026000 5

M7 0 0O 0O 0 3 080b Oes4d [J0003d6F8 8 0O 69 075026000 5

018 0 O O 0 3 080b Odd42 [JOOO3d6f8 8 O 69 075026000 5

09 0 0 0O 0 3 080 0d537 J00O3d6f8 8 O 69 075026000 5

020 0 0 0 0 3 080 Ocd2c [JO0O3d68 8 O 69 075026000 5

@ 0 0 0 0 3 080b Oc52l [J0003d6f8 8 O 69 075026000 5

@ 0 0 0 0 3 080 Obdlé JO003d6l8 8 0O 69 075026000 5

02 0 0 0 0 3 080b Ob50b [JO0O3d6F8 8 O 69 075026000 5

02 0 0 0 0 3 080 0ad00 000368 8 O 69 075026000 5

2 0 0 0 0 3 080b Oaf5 000368 8 O 69 075026000 5

026 0 0 0 0 3 080b Odea [JO0O3d6F8 8 O 69 075026000 5

7 0 0 0 0 3 080b 094df [J0003d6f8 8 O 69 075026000 5

2 0 0 0 0 3 080b O08cdd 000368 8 O 69 075026000 5

2 0 0 0 0 3 080b 0849 [J0O003d6f8 8 O 69 075026000 5

@0 0 0 0 0 4 038 O0f97c D0007adf0 7 O 69 Deba5c000 4

mL 0 0O 0O 0 4 038 Of5a4 J0007adf0 7 0O 69 eba5c000 4

M2 0 0 0 0 4 038 Oflcc J0007adf0 7 0O 69 eba5c000 4

m3 1 0 0O 0 4 038 Oedf4 DO007adf0 7 O 69 Deba5c000 4 32
M4 0 O O 0 20 Ocef O0f600 02260300 1 0 69 [6270c800 6

m5 0 0 0 0 20 Ocef 091l [J02260300 1 0 69 [6270c800 6

m6 0 O O 0 20 Ocef 0dc22 02260300 1 0 69 [06270c800 6

m7 1 1 1 0 38 3ad O0cf33 (02260300 1 0 69 [6270c800 6

m8 0 1 1 0 33 30d 09526 (02260300 1 O 69 69 [16270c800 6

M9 1 1 1 0 65 4do4 0e834 [J00097864 7 O 89 01d5f2000 4

HM0 1 1 1 0 65 4do4 09b30 (00097864 7 O 89 01d5f2000 4

ML 0 0 0 0 20 Ocef 0958 [J0012f0c8 6 0 89 038bed000 3

@2 0 0 0 0 20 Ocef 08f69 J00L2f0c8 6 0O 89 038bed000 3

™ 0 0 0 0 20 Ocef 087a J00L2f0c8 6 0 89 O38bed000 3

M4 0 0 0 0 21 09l Oebl6é JO025el%0 5 0O 89 0757c8000 2

M 0 0 0 0 21 0%l Oel75 00025190 5 0 89 0757c8000 2

M6 0 0 0 0 21 0%l O0d7d4 000256190 5 0 89 0757c8000 2

M7 0 0 0 0 21 0%l O0ce33 J0025el%0 5 0 89 0757c8000 2

M8 0 0 0 0 21 0%l 0c492 [J0025€190 5 0O 89 0757c8000 2

M9 0 0 0 0 21 0%l Obafl 00256190 5 0 89 0757c8000 2

M0 0 0 0 0 21 0%l Obl50 JO025e190 5 0O 89 0757c8000 2

1 0 0O 0 0 21 0%l Oadf 0025190 5 0O 89 0757c8000 2

2 0 0 0 0 21 0%l O09%0e 00256190 5 0 89 0757c8000 2

M3 0 0 0 0 21 0%l 0946d 00025190 5 0O 89 0757c8000 2

04 0 0O 0O 0 21 0%l Ogac 0025190 5 0 89 0757c8000 2

M5 0 0 0 0 21 0%l O08l2b 000256190 5 0 89 0757c8000 2

;6 1 0 0 0 22 O072f Oefl4 0004bc320 4 O 89 89 [1eaf90000 1 ea
o7 1 1 1 0 66 4l2c 0esed 00056080 7 0O 99 0628ea000 4

08 1 1 1 0 66 4l2c 0adb4 00056080 7 O 99 (62863000 4

M9 0 1 1 0 67 37d8 0c7l0 D000acl40 6 0 99 c51d4000 3

o0 0 1 1 0 8 438 Odfé0 0002d4led0 4 O 99 0d7950000 1 fa
L 0 O O O 46 Obfb 087ic [OOSbbb64 3 0 99 O7786fa00 8

M2 1 0 0 0 47 098 0f642 [JOOb776c8 2 O 99 99  [1ef0df400 7

M3 0 0 0 0 77 0d5L 09f80 [CJ000B3120 6 O  5¢ 02c3f4000 3

064 O O O 0 77 0d5L 0922f (00063120 6 O  5¢ 02c3f4000 3

M5 0 1 1 1 8 4cad O4de [JO0063120 6 O 5 02c3f4000 3

o6 0 1 1 0 9 05688 0ed4 0018480 4 O B¢ ObOfdO000 1 &0
%67 0 1 0 0 9 568 0ad50 00329d58 3 0 B¢ 04da2s000 8

M8 1 1 0 0 9 4f46 Oad50 0065380 2 O 5 09b454000 7

069 0 1 0 1 10 5231 098c [JOOCH3174 1 O 5 5c (17768000 6

070 1 1 0 0 102 4cOf 0s462 [J0006f9e 8 0 32 05c370000 5

OOO0oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooobooond
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Table 26 (continued)
]

= ENCODER d DECODER
EC PX CX MPS CE ST LsZ A [ C CT SC BUF OUT ; C CT N
= hex hex = hex hex hex — hex hex
o771 1 1 0 1 106 50e7 098le J00ea7e2 7 O 32 007c80000 4

g72 1 1 0 1 108 5597 OBe6e JOOld4fcd 6 O 32 00f900000 3

o7 0 0 0 0 77 0d5sl Oe3sc OOO753f10 4 0 32 38400000 1

o74 0 0O 0O 0 77 0d51 Odeob 00075310 4 0 32 038400000 1

g7 0 0O 0 0 77 0d51 Oc8ba OO75310 4 0 32 03400000 1

o7 0 0O 0 0 77 0d51 Obb69 0075310 4 0 32 38400000 1

g7 0 0O 0 0 77 O0d51 Oael8 00075310 4 0 32 030400000 1

o7 0 0O 0O 0 77 0d5l 0ac7 00075310 4 0 32 03400000 1

o7 0 0 0 0 77 0d5sl 09376 JOO753f10 4 0 32 36400000 1

gso 0 O O 0 77 0d5L 08625 00075310 4 0 32 03400000 1  d5
o8l 0 O O 0 78 Obb6 Ofle JO0a7e20 3 0 32 07c80d500 8

o8& 0 0 0 0 78 Obb6 Oes5f2 (00ea’e20 3 0 32 07c80d500 8

o83 0 O O 0 78 Obb6 Oda3c OOOea7e20 3 0 32 07c80d500 8

08 0 O O 0 78 Obb6 OceB86 00ea7e0 3 0 32 07c80d500 8

Oss 0 O O 0 78 Obb6 0c2d0 JO0ea7e20 3 0 32 07c80d500 8

gss 0 O O 0 78 Obb6 Ob7la 000ea7e20 3 0 32 07c80d500 8

o8 0 O O 0 78 Obb6 0ab64 000ea7e20 3 0 32 07c80d500 8

Os8 0 O O 0 78 Obb6 Odfae (00ea7e20 3 O 32 07c80d500 8

g8 0 O O 0 78 Obb6 0938 [00a7e20 3 0O 32 07c80d500 8

0% 0 0O 0O 0 78 Obb6 08342 000ea7e20 3 0 32 07c80d500 8

gor 1 0 0 0 79 0a0 0fo18 JOlddfcd0 2 O 32 32 ([f90lad 7

092 1 0 0 0 77 O0d5l 0s400 0OOleb180 6 O  ea Da29ae000 3 ff
g8 0 0 0 0 75 119 0d510 JOLf482f0 2 0  ea O bebbfedd 7

0% 1 0 0 0 75 119 0c374 JOLf48f0 2 O ea ea [bebbfedd 7

0% 0 0O O 0 74 1424 08ced 0009640 7 O fa 0671000 4

g% 0 0O 0O 0 75 119 O0fl78 00013480 6 0 fa Oce3fe000 3

o97 0 0 0 0 75 119 Odfdc 0013480 6 0 fa Oce3fe000 3

g8 1 0 0O 0 75 119 0ced0 00013480 6 O fa Oce3fe000 3 52
0% 1 0 0 0 74 1424 08ce0 00204920 3 O fa fa [O8df5200 8

moo 1 0 0 0 72 1a9 0al20 1000600 8 0 a0 Jalla000 5

ooLr 1 0 0 0 8 2516 0d548 000348 5 0 a0 Od51c8000 2 7f
o2 1 0 O 0 8 299 09458 J00d56ba8 3 0 a0 093arf00 8

o3 1 0 0 0 93 32b4 0a668 03575998 1 0 a a0 [adblfcd 6
o4 1 0 0O 0 99 33d Ocadd 0003530 7 0 5 O bff7f000 4
mos 1 0 0 0 104 415e Ofof4 Doo3fofoc 5 0 5 05930000 2

mos 1 0 0 1 103 4639 O08bc 0007f7dd4 4 0  d5 02bfbgoo0 1 ff
ooz 1 0 0 0 107 4b85 Of20c OOLd5I0 2 0 d5 O afeffedd 7
mo8 1 0 O 1 109 504f 09702 003fd372e L1 0 5 012d1fc00 6

mo9 1 0 0 1 111 552 08d76 000026esc 8 1 d5 2533800 5

oo 1 0 0 0 112 5%b 0el50 00009970 6 1 d5 [968fe000 3
oL 1 0 1 0 112 5%b 0b3de 000148laa 5 1 d5 016550000 2

m2 1 0 1 0 111 552 O0b3d6 00290354 4 1 d5 03cabg000 1  ff
mi3 0 0 1 0 109 504f Obde8 100520688 3 1  d5 0795700 8

o4 o 0 1 1 111 552 0a0% 000de782 2 1 5 0187dfe0d 7

o5 0 0 1 1 112 5%b 096f8 (J0149cf04 1 1 d5  dSff [J30fbfc00 6

o6 1 0 0 0 112 5%b 0434 00007310 7 0 52 O c3eff000 4
oi7 1 0 1 0 112 5%b O0b3d6 JOOOfacb2 6 0 52 0534de000 3
me o0 0 1 0 111 552 Ob3d6 005964 5 O 52 0a69%c000 2

oe 1 0 1 1 112 5%b Osd4 00037030 4 0 52 O8fcf8000 1  ff
o0 0 0 1 0 111 552 Ob3de JOO7f8112 3 0 52 O 7eedff00 8

21 0 0 1 1 112 5%b Osed4 OOfbIEC 2 0 52 04073fe00 7

o222 0 0 0 1 112 5%b 0ab2 JOIff7fI8 1 0 52 52 [J80e7fc00 6

23 1 0 0 0 111 552 O0b3d6 JO0078bbe 8 0O 7 07441800 5
24 1 0 0 1 112 5%b Osed4 000fdded 7 0  7f 02b1bf000 4

o25 1 0 1 1 112 5%b 0Oab2 00098 6 0 7 056376000 3
o26 1 0 1 0 111 552 O0b3de JOO3felle 5 0 7 Oleelc000 2

027 1 0 1 0 100 504 Obde8 J007c23c 4 0 7 03dc38000 1 0
o288 1 0 1 0 107 4b85 Ode32 OOff8478 3 0 7 O7b87c000 8
29 1 0 1 1 107 4bg5 O8ead DJOOFfB478 3 0O 7 O7b870000 8
ms 0 0 1 0 103 4639 0970a J0Iff8f40 2 0  7f 0706f8000 7

o8L 0 0 1 1 107 4b85 08c72 0O3ffc022 1 0 7 03fddo000 6

ms2 1 0 1 1 100 504 Oglda 000078044 8 1 7 07fbad000 5

ms3 0 0 1 0 107 4b85 Oad9e [1000f63% 7 L1  7f 09560000 4

M3 1 0 1 1 109 504f 0970a 001f7l6e 6 L1  7f 08e8a0000 3

o3 0 0 1 0 107 4bg5 Oa09e 00037052 5 1 7 08f9e0000 2

ms6 1 0 1 1 100 504 0970a J007f8ad6 4 1 7 075020000 1 00
37 0 0 1 0 107 4b85 Oa09e 0OOffa322 3 1 7f 05c9e0000 8

38 0 0 1 1 109 504 0970a OJOLffore 2 1 7 00f0a0000 7

39 0 0 1 1 111 552 08d76 O03ffedec 1 1 7 16140000 6
040 1 0 1 0 112 59%b 0el50 00008300 7 2 7 078500000 4

o e e A
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Table 26 (continued)
]

= ENCODER = DECODER
JEC PX CX MPS CE ST LsZ A g C CT SC BUF OUT  C CT N
= hex hex = hex hex hex — hex hex
o4l 1 0 1 1 112 59b 08765 000300 7 2 7f 078500000 4

42 0 0 1 0 111 5522 O0b3de OO0L6254 6 2 7f 095200000 3

m43 1 0 1 1 112 59b Oad4 Q00820 5 2 7f [6df00000 2

0144 1 0 1 0 111 5522 O0b3de OO07fadd2 4 2 7f 030260000 1 00
45 0 0O 1 0 109 504f Obde8 [00ff4%4 3 2 7f 076500000 8

m46 0 O 1 1 111 552 0a0% poOlfedza 2 2 7f 012860000 7

47 0 0 1 1 112 59%b 09%6f8 [JO3fedafd L1 2  7f 025000000 6

o148 0 0 0 0 112 59%b 0f434 JOOOb6bd0 7 3 7f 94300000 4

M4 0 0 0 1 112 59b 0949 JOOOb6bAO 7 3 7f 94300000 4

o0 1 0 0 0 111 5522 0b3de 00017585 6 3 7f 0a7ad0000 3

o551 0 0 0 1 112 59%b Oaed4 0002620 5 3 7f [91e00000 2

ms2 1 0 O 0 111 552 0b3de QOOSf7cf2 4 3 7f 83060000 1 00
o553 1 0 0 1 112 5%b Oad4 OOOfb7dc 3 3 7f 04840000 8

54 1 0 1 1 112 59%b 0a0b2 JOL7f6e98 2 3 7f 91680000 7

oss 0 0 1 0 111 5522 0Ob3de (jO2fféabe 1 3 7f  7Ifffff 095420000 6

o6 1 0 1 1 112 59%b Oaed4 0O00792¢4 8 0O b 06d1c0000 5

57 1 0 1 0 111 552 O0b3d6é JO0Ofc67a 7 O  bf (39860000 4

58 0 0 1 0 109 504f Obde8 [JOOLf8cf4 6 O bf 07300000 3

o5 0 0 1 1 111 552 0a0% [O03ffdla 5 0O  bf [0beS0000 2

e 0 0 1 1 112 5%b 0968 J007fe834 4 0  bf 017cc0000 1 3f
o6l 0 0 0 0 112 5%b 0f434 0OIffdd0 2 0  bf O5f307e00 7

o.e2 0 0 0 1 112 5%b 0949 JOLffa0d0 2 0  bf 05f307€00 7

63 0 0 0 0 111 552 Ob3de OO3ffc2sc 1 0O bf O 3dadfc00 6

o4 1 0 0O 0 109 504f Obde8 000784b8 8 1 bf 07b49f800 5

o.es 1 0 0 1 111 552 0a0% [O0Ofe32 7 1 bf 01c61f000 4

oe6 1 0 0 1 112 5%b 096f8 JO0Ufc744 6 1 bf 038c3e000 3

.67 0 0 1 0 112 50b 0434 0O007fldI0 4 1 bf 0e30f8000 1  ff
e 1 0 0 0 112 5%b 0b3d6 [JOOff6eb2 3 1 bf 0918dff00 8

69 0 0 1 0 112 5%b O0b3d6 JOLff913a 2 1  bf O 6f45fe00 7

70 0 0 0 0 112 50b Ob3d6 DO3ffdsda 1 1 bf 0 2ab5fc00 6

7L 0 0 0 0 111 552 O0b3d6 0J0007ac94 8 2 bf 5560800 5

72 1 0 0 0 100 504 Obde8 0005928 7 2 bf O aad7f000 4

m73 0 0 0 1 111 552 0a0% [00Lf8c82 6 2  bf O7b7de000 3

w74 1 0 0 0 100 504 Osedd OOfaffc 5 2 bf 060030000 2

o75 1 0 0 1 111 552 0Oa0% (0080132 4 2 bf 00cld8oo0 1 2d
76 1 0 0 1 112 59b 096f8 (0L0027c4 3 2 bf 183b2d00 8

77 1 0 1 0 112 5%b 0434 JO4000110 1 2  bf 60echd00 6

78 1 0 1 1 112 5%b 0949 (0400010 1 2 bf  c00000 [(160ecbd00 6

m79 1 0 1 0 111 552 O0b3d6 JO0Olbedc 8 O 00 041106800 5

o8 0 0 1 0 100 504 Obde8 J00037db8 7 O 00 0823ad000 4

8L 0 0 1 1 111 552 0Oa09% [0007d522 6 O 00 02243000 3

me2 1 0 1 1 112 5%b 098 J000fad4 5 O 00 54874000 2

o8 1 0 1 0 111 552 O0b3de J00fd0s2 4 O 00 02ef48000 1 20
8 1 0 1 0 100 504 Obde8 003faldd 3 0 00 05092000 8

8 0 0 1 0 107 4b85 Odad2 0074288 2 0 00 Obbd24000 7

86 1 0 1 1 109 504f 0970a JOOffa26a 1 O 00 00  [(J5a4a8000 6

87 1 0 1 0 107 4bg5 Oa0%e (J0007d24a 8 O  3f 0271f0000 5

me8 1 0 1 0 103 4639 Oaa32 (J000fad94 7 0O  3f [4e360000 4

8 0 0 1 0 104 415e Oc7f2 0O0Lf4928 6 O  3f 09C7c0000 3

% 0 0 1 1 103 4639 O08%c (00378 5 0  3f 02bdo0000 2 82
el 0 0 1 0 107 4bg5 Of20c (0Ofe7ded 3 O  3f 0af408200 8

oe2 0 0 1 1 109 504 0970a (JOlfed8ce 2 O  3f 011730400 7

me3 0 0 1 1 111 552 08d76 0O03fc9l%c 1 0  3f (22660800 6

oo 0 0 1 0 112 5%b 0el50 000024670 7 1 3f 080982000 4

% 0 0 0 0 112 5%b 0b3ds 0O00S%baa 6 1 3f 08664000 3

% 0 0 0 0 111 552 O0b3d6 0O00b3754 5 1 3f 010cc8000 2

e7 0 0 0 0 109 504f O0bde8 [J0O166es8 4 1  3f 021990000 1 91
e 0 0 0 0 107 4b85 Odad2 JO02cdd50 3 1 3f 043320100 8

% 0 0 0 1 107 4b85 Oead JO02cdd50 3 1  3f 043320100 8

0 0 0 0 0 103 4639 0970a JO0Sa40f0 2 1  3f 000152200 7

01 0 0 0 0 104 415 Oala2 (J0OB48le0 1 1  3f  3fff  [J002a4400 6

@02 0 0 0 0 99 33 0c088 (0001030 8 0  2d 00548800 5

@03 0 0 0 0 99 3c3d 0844b (0001030 8 O  2d 00548800 5

204 0 0 0 0 100 375e 090lc (00020780 7 O  2d 000291000 4

205 0 0 0 0 93 324 Obl7c 0004000 6 O  2d 001522000 3

206 0 0 0 0 94 2el7 O0fd0 (000800 5 O  2d 00244000 2

207 0 O O O 94 2el7 0cf79 (000800 5 O  2d 002244000 2

208 0 0 0 0 94 2el7 0al62 J0008l00 5 O  2d 02244000 2

@09 0 0 0 O 8 299 0696 (0010300 4 O  2d 05488000 1

210 0 0 0 0 8 299 Obcfc 00010300 4 0 2d 005488000 1

o e e
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Table 26 (concluded)
]

= ENCODER U DECODER
JEC PIX CX MPS CE ST LZ A  C CT SC BUF OUT  C CT N
= hex hex = hex hex hex = hex hex
@1 0 0 0 0 8 299 09362 0000300 4 0  2d 005488000 1 00
@2 0 0 0 0 8 2516 O0d390 (00207800 3 0  2d 002910000 8

@13 0 0 0 0 8 2516 Oa7a 000207800 3 0  2d 02910000 8

@14 0 0 0 0 8 2516 0894 J00207800 3 0  2d 002910000 8

@5 0 0 0 0 71 Zledf Oc89%c JOO40f000 2 O  2d 015220000 7

@6 0 0 0 0 71 ledf Oadbd JOO40f000 2 O  2d 015220000 7

@17 0 0 0 0 71 ledf OSade 0JOO40f000 2 O  2d 015220000 7

@18 0 0 0 0 72 1ad Od7fe 0008000 1 0  2d 022440000 6

@9 0 0 0 0 72 1a9 O0bd55 0081000 1 O  2d (28440000 6

@0 0 0 0 0 72 lad Oa2ac 00800 1 0  2d 028440000 6

@21 0 0 0 0 72 la9 08803 JO08l000 1 O 2d 2d [2a440000 6

@2 0 0 0 0 73 174e Odab4 0003000 8 O 20 054880000 5

@23 0 0 0 0 73 174e 0c366 0003000 8 O 20 54880000 5

@24 0 0 0 0 73 174e Oacl8 [JO003000 8 0 20 (54880000 5

@5 0 0 0 0 73 174 0%ca 0003000 8 O 20 (54880000 5

@26 0 0 0 0 74 1424 Ofaf8 000078000 7 O 20 0agl00000 4
@27 0 0 0 0 74 1424 Oe6d4 000078000 7 O 20 0a9100000 4

@28 0 0 0 0 74 1424 0d2b0 000078000 7 O 20 0ag100000 4

@29 0 0 0 0 74 1424 ObeSc JO0078000 7 O 20 0ag100000 4

@0 1 0 0 0 74 1424 Qa8 00078000 7 O 20 0a9100000 4

@31 1 0 0 0 72 la9 0al20 00400220 4 O 20 096600000 1 00
@2 0 0 0 0 8 2516 0d548 0020948 1 O 20 071480000 6

@3 0 0 0 0 8 2516 0b032 020948 1 O 20 07f480000 6

@4 1 0 0 0 8 256 O08blc 0209468 1 O 20 20 [17f480000 6

@% 0 0 0 0 8 299 09458 JO00Ba&f8 7 O 82 065080000 4

@% 1 0 0 0 8 2516 O0d57c QOIS0 6 O 82 0cal0ooo0 3

@7 0 0 0 0 8 299 00458 (00481958 4 0 82 066280000 1 00
@8 1 0 0 0 8 2516 O0d57c 00093260 3 0 82 0cd500000 8

@39 1 0 0 0 8 299 00458 (0243858 1 O 82 82 [73a80000 6

@40 0 0 0 0 93 32b4 0a68 [JOOOFdCS8 7 O 90 023a80000 4

@4 0 0 0 0 94 2el7 0e768 [JOOLb8KO 6 O 90 047500000 3

@42 0 0 0 0 94 2el7 O0b9%SL JOOLfb8HO 6 O 90 047500000 3

@43 0 0 0 0 94 217 08b3a JOOLfbBHO 6 O 90 047500000 3

@44 0 0 0 0 8 29 Obad6 [JOO37160 5 O 90 086200000 2

@45 1 0 0 0 8 29 0%a 0037160 5 0 90 086200000 2 00
@46 1 0 0 0 93 324 0aB68 [JOOFfEl8 3 0 90 [9e380000 8

@47 1 0 0 0 99 33 Ocad0 CO3550 1 0 90 0aaloo0o0 6

@48 0 0 0 0 104 415e Of0f4 JO0Of920c 7 1 90 06df40000 4
@49 0 0 0 0 104 415e 0af9% [000920c 7 1 90 06df40000 4
@0 1 0 0 0 99 3c 0dc70 JOOL2418 6 1 90 Odbes0000 3

@51 1 0 0 0 104 415e Ofof4 QOO7fll2c 4 1 90 Oeedd0000 1 00
@52 0 0 0 1 103 4639 08bc [JOOFf8184 3 1 9 [7€7c0000 8

@3 1 0 0 0 104 415e 0872 CJOIff7c0e 2 1 90 08320000 7

@4 0 0 0 1 103 4639 O082bc JO3ff8ed4 1 1 90 071bc0000 6

@5 1 0 0 0 104 415e 0872 (0007958 8 2 90 [6a720000 5

@6 0 0 0 1 103 4639 082bc JOOOfcl4d 7 2 90 03ebc0000 4
(P57 08c72 (108000000 6 2 90 91 O

o e e e

7.2 Parameterized algorithm

This normative clause describes test methods for the algorithm described in earlier clauses of this
document. There are many possible parameterizations, and this clause will document ways to test the
accuracy of some parameterizations thought to be helpful in debugging implementations. If an encoder
implementation claims to support a parameterization broader than or as broad as any configuration for
which test data is supplied in this clause, then that implementation must generate exactly the byte counts
shown for those test data. If a decoder implementation claims to support a parameterization broader
than or as broad as any configuration for which test data is supplied in this clause, then that
implementation must decode those test data (generated by an encoder implementation which satisfies the
encoder implementation requirements outlined above) and exactly generate the artificial image described
in clause 7.2.1. An encoder supporting AT but not using the suggested algorithm of Annex C to
determine AT pixel movement shall artificially force AT movements identical to those to be described
here. Also, an encoder not choosing to remove all possible 0x00 bytes from the end of al SDE will
need to temporarily postprocess to do so in order to duplicate the byte counts given.
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7.21 Artificial image

The various tests of the full algorithm use an artificially generated image. This image is generated by
the flow chart in Figure 38. It has 1960 pixelg/line and 1951 lines and contains 861965 foreground
pixels and 2961995 background pixels.

This image has been constructed so as to exercise as many features as possible. It is in no sense a
typical image and compression results with it are not representative.
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Yes
J < 192?

J/No

J <1023 No Write O
or

(1 >>3)&3 =07? J/

$ Yes Write REPEAT[I &7]
SUM= (PRSG& 1) + ((PRSG>>2)& 1) +
(PRSG>>11)& 1) + ((PRSG>>15)& 1)
SUM= SUM& 1
PRSG = (PRSG<<1) + SUM

$

Yes No
PRS&&. 3 = 0?

Write 1 Write O
REPEAT[I &7] =1

REPEAT[1 &7] = 0

l =1+1

$

Yes

| <1960

J/No

J=J+1

$

Yes

J <1951

| No

Figure 38 — Procedure for generating testing image
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7.22  Single-progression sequential tests

For al three tests of this subclause, D, =0, D =0, P =1, X = 1960, Yo = 1951, and My =0. The
values of H TOLO, SEQ | LEAVE, SM D, VLENGTH, TPDON, DPON, DPPRIV, DPLAST are
immaterial. The four remaining parameters, Lo, My, LRLTWO, and TPBON vary as shown in Table 27.
The remaining columns of this table provide trace data when the input image is the artificial image
described in the previous subclause. For each of the first two tests there is just one SCD and the
indicated byte count is its size. The final test, having L,=128, produces 16 SCD and the indicated byte
count is the sum of their sizes. In all cases al possible trailing 0x00 bytes are removed from the end of
each SCD (see clause 6.8.2.10 and Figure 28).

Table 27 — Trace parameters for tests of single-progression sequential coding

g g 0 g U TP  UEncoded U Coded U
UrpeoN Ivy HLRLTWo B Ly Upixels E pixels U bytes

00 0O g 0 191 O 0 13823960 1316094 []
0o 00 O 1 01951 O 0 03823960 (315887 O
H 1 Hs H o0 B 128 5376320 H3447640 H252557 H

In the first two tests, AT is effectively disabled by having My set equal to zero. The final test turns on
AT as well as lowest-resolution-layer TP. AT was implemented as described in Annex C and the
suggestion to defer any AT switches until the beginning of the next stripe was followed. Table 28
provides information helpful in debugging AT. The first two columns give the stripe and line at which
the switch becomes effective (both line and stripe numbering starts with zero), and the third column
gives the lag tx for the new AT pixel location. The final 8 columns give the values of the counters
described in Annex C when the AT movement is triggered.

Table 28 — AT change information for third test of single-progression sequential coding
(Siripe OLine Oty ey Heg Deg Hey Hes Deg Hey, U S
09 [0 0 [O8 [O3900 2336 2456 []2472 [2446 [2422 2730 03534

Further data for these three tests is provided by Table 29. The entry in the SCD column duplicates the
final column of Table 27. The protected stripe coded data (PSCD) is obtained from the stripe coded data
(SCD) by replacing each byte aligned Oxff with Oxff (ESC) and 0x00 (STUFF). The stripe data entity
(SDE) is obtained from the PSCD by appending an Oxff (ESC) and 0x02 (SDNORM) byte at the end of
each PSCD. The binary image data has the same number of bytesin it as the SDE except for the fina
test where it is eight bytes larger because of the AT movement marker segment. Finally, the Bl E is 20
bytes larger (the header size) than the BI D.

Table 29 — Byte counts for tests of single-progression sequential coding
OrpBoN UMy OLRRTWO UL, U sco Opsco U spe O BiD UBE U

0 0 0O O O [1951 316094 1317362 (1317364 (1317364 (1317384 ]
0o 0o O 1 01951 0315887 0317110 0317112 0317112 0317132 O
H 1 Hs8 H o [ 128 H252557 H253593 H253625 H253633 H253653 H
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7.23 Progressive and progressive-compatible sequential test

For the test of this subclause, the input image is again the artificial image, but this time the parameters
are set as follows (see Table 9): DL =0, D =6, P =1, Xg=1960, Yg=1951, Lo=2, My =8,
My =0, H TOLO = 0 (immaterial), SEQ = 0 (immateria), | LEAVE = O (immateria), SM D = 0
(immaterial), LRLTWO = 0, VLENGTH = 0 (immaterial), TPDON =1, TPBON = 1, DPPRI V = 0, and
DPLAST = 0 (immateria). Although the above parameterization is a progressive-coding
parameterization, the value of SEQ is immateria and identical byte counts are generated under
progressive-compatible sequential coding. Hence, the test data here pertain to both modes. AT is again
implemented as suggested in Annex C with any switches found to be desirable deferred until the
beginning of the next stripe.

Table 30 provides trace data for coding the artificial image with the above parameters. The coded byte
count shown in the last column is the sum of the number of bytes from all 16 SCD of that layer. As
before all possible 0x00 bytes are removed.

Table 30 — Trace parameters for the encoding of artificial image

g 0 0 0 dtp O TP O 1P U DP UEncoded UCoded U
H_ayer Exd EYd ELd Elines Eexceptions Epixels Epixels E pixels Ebyt& E
0 6 [1960 (1951 [j128 (137 [] 7033 [J375520 []589344 12859096 [1188817 []
05 D980 0976 064 0186 O 1442 [0 93120 (1128642 [ 734718 [ 65584 [
U4 U490 U4 U32 U1gr U 135 U 22792 U 30230 U 186098 L 16565 U
g 3 E 245 E 244 B 16 5117 E 8 g 5406 E 7246 g 47128 B 49945
02 gl 12 5 856l g 0 g 1238 5 1769 11999 1430
ol g 62 g 61 Qg 40 31 [ 0 O 248 g 452 o 3082 g 370
O B 3§ 318 28 38 - B 9383 - B 88 FH 1130

There are two adaptive template switches, one in layer 6 and one in layer 5. Data pertinent to these two
switches is provided in Table 31.

Table 31 — AT change information
ayer Osiripe ULine Oty Oy Ucy ey ey Oes Ocgg Doy Ueg U
6
5

—
T |} [}

B & H H H H B & il
0 9 0 0 0 8 D3243 D1984 D2014 D2055 [I2031 D2001 D2212 D2924 0O

0
]
O
0 010 g 0 g4 2580 1323 1401 2259 1440 1447 1426 1966

Per-layer byte counts for all 16 PSCD and SDE are shown in Table 32, as well as the total number of
bytes in the Bl D and BI E (see clause 6.2). The protected stripe coded data (PSCD) is obtained from
the stripe coded data (SCD) by replacing each byte aligned Oxff with Oxff (ESC) and 0x00 (STUFF).
The stripe data entity (SDE) is obtained from the PSCD by appending an Oxff (ESC) byte and an 0x02
(SDNORM) byte at the end of each PSCD. Finally, the binary image data field BI D is obtained by
concatenating all 112 SDE's (7 layers with 16 stripes for each layer) and the two ATMOVE marker
segments, and the BI E is obtained by appending the Bl D to the twenty byte BI H.
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Table 32 — Byte counts for the artificial image

Hayer U sco UpscD U spE O BID UBIE S
|| || ] || ] ||

O 6 188817 189584 189616 0 0
05 [ 65584 [ 65905 [ 65937 [ 0 0O
0 4 [ 16565 [ 16634 [ 16666 [ 0 0
03 0 494 U 5010 U 5042 U g g
02 1430 U 1434 U 1466 U O O
U B a0 Y 33 P oas D g g
0 0 0 0 0 0 0
00 g 113 g 114 g 146 [ 0 0O
HTota H277873 H279054 H279278 H279294 H279314 H

Datastream examples

A sample Bl E for single-progression sequential coding of a binary image 1728 pixels wide and 2376
pixels tall with one stripe for the entire image and al binary parameters set to zero is (in hexadecimal):

| 0x00] 0x01] 0x01| 0x00| 0x00 0x00 0x06 0xcO| 0x00 0x00 0x09 0x48|
| 0x00 0x00 0x09 0x48| 0x00| 0x00| 0x00| 0x00
PSCD for entire inage | Oxff|0x02

(The vertical bars show logical groupings, but otherwise are no different from a simple space.)

A sample BI E for a progressive-compatible sequential encoding of a binary image 1728 pixels wide
and 2376 pixels tall with 1 differential layer, 64 lines per stripe in the reduced image, and al binary
parameters except SEQ set to zero is (in hexadecimal):

| 0x00] 0x01| 0x01| 0x00| 0x00 0x00 0x06 0xcO| 0x00

| 0x00 0x00

PSCD f or
PSCD f or
PSCD f or
PSCD f or

PSCD f or
PSCD f or
PSCD f or
PSCD f or

The parenthetical
which stripe.

0x00 0x40| 0x00| 0x00| 0x04| 0x00
and | ayer 0 (base

stripe O
stripe O
stripe 1
stripe 1

stripe 17
stripe 17
stripe 18
stripe 18

comments

and
and
and

and
and
and
and

indicate which lines of the

| ayer
| ayer
| ayer

| ayer
| ayer
| ayer
| ayer

1 (diff.
0 (base
1 (diff.

0 (base
1 (diff.
0 (base
1 (diff.

i mage |ines
i mge |ines
i mage |ines
i mage |ines

i mge |ines
i mge |ines
i mage |ines
i mge |ines

56

0

0
64
128

1088
2176
1152
2304

0x00 0x09 0x48

to  63) | Oxff|Ox02
to 127) |Oxff]|0x02
to 127) |Oxff]O0x02
to 255) | Oxff|Ox02

to 1151) | Oxff|0x02]|
to 2303) | Oxff|0x02|
to 1187) | Oxff|O0x02
to 2375) | Oxff|0x02]|

base and differential images are encoded in
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A sample BI E for a progressive encoding of a binary image 1728 pixels wide and 2376 pixels tall with
1 differential layer, 64 lines per stripe in the reduced image, and all binary parameters set to zero is (in
hexadecimal):

| 0x00] 0x01| 0x01| 0x00| 0OXx00 0x00 0x06 OxcO| 0x00 0x00 0x09 0x48
| 0x00 0x00 0x00 0x40| 0x00| 0x00| 0x00| 0x00
0 and | ayer 0 (base
1 and | ayer 0 (base

PSCD f or
PSCD f or

PSCD f or
PSCD f or
PSCD f or
PSCD f or

PSCD f or
PSCD f or

stripe
stripe

stripe
stripe
stripe
stripe

stripe
stripe

17
18

17
18

and
and
and
and

and
and

| ayer
| ayer
| ayer
| ayer

| ayer
| ayer

= OO

(base
(base

(diff.
(diff.

(diff.
(diff.

mage
mage

mage
mage
mage
mage

mage
mage

57

nes
nes

nes
nes
nes
nes

nes
nes

0
64

1088
1152

128

2176
2304

to 63)
to 127)

to 1151)
to 1187)
to 127)
to 255)

to 2304)
to 2375)

| Oxf f| Ox02
| Oxf f| 0x02

| Oxf f ] 0x02|
| Oxf f| Ox02
| Oxf f | 0x02
| Oxf f] 0x02|

| Oxf f| Ox02
| Oxf f| 0x02
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ANNEX A
Suggested minimum support for free parameters

(This annex does not form an integral part of this Specification.)

Applications may set any of the 19 free parameters to any values within the ranges specified in Table 9.
The suggestions on minimum support contained in this annex are being given so that it might be
possible for a broad range of applications to share hardware and exchange decodable image data. Unless
absolutely necessary, applications are encouraged to not choose parameter values outside the suggested
support ranges.

Table A-1 lists suggested minimum ranges of decoder support. Hardware and software intended for
genera use with a variety of different output devices should be such that, if provisioned with sufficient
externa memory, support is available for parameter choices within the indicated ranges. A complete
decoder that includes a specific output device should provide support over these same ranges, but with
the obvious exceptions that there need be no support for

— image dimensions Xp and Yp beyond the capability of the particular output device that is
available,

— values of P beyond the capability of the particular output device that is available, and
— more than one stripe order as defined by SEQ, | LEAVE, and SM D.

Table A-1 — Suggested minimum support for free parameters

OParameter  UMinimum O Maximum 0
50 = = 5 0
o Y 0 0 0
o D 0o Do i 6 O
o P o 1 a 4 O
U X o 1 U 5184 U
g Yo g 1 E 8192 g
o L g 1 0128/2°, for D>0
0 0 0O Yp,foorD=0
O My O 0 O 8, for encoders 0O
E E 816, for decoders E
Samo8 5 8 3
0 0 0 0
o SEQ oo O i 1 O
OILEAVE O 0 a 1 O
Usvubp U 0 U 1 U
LRLTWO g 0 E 1 g
AMENGTH o 0§ 1 5
O TPDON [ 0 0O 1 0
OTPBON O O a 1 O
U DPON O 0 O 1 O
EDPPRIV g 0 g 1 g
ODPLAST . 0 0O 1 O

NOTE — In single-progression sequential applications the maximum support for D is zero, the
maximum support for Lq is Yp, and no support is required for the parameters HI TOLO, SEQ
TPDON, DPON, DPPRI V, and DPLAST.
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ANNEX B
Design of the resolution reduction table

(This annex does not form an integral part of this Specification.)

B.1 Filtering

The underlying principle in the reduction algorithm is the preservation of density via the use of filtering
(a difference equation). However, it is necessary to occasionally override the output of the filter in the
interests of preserving edges, preserving lines, preserving periodic patterns, and preserving dither
patterns. Such overrides of the general rule are termed "exceptions.”

13

Figure B-1 — Pixels used to determine the color of a low-resolution pixel

Figure B-1 is a repeat of Figure 4 but with changes in the names for the various pixels. The color of
the target pixel "?" is decided using not only the four corresponding high-resolution pixels, h,,, hos, hap,
hss, but also the periphery pixels hyq, hyy, his, hyy, hay and the already committed low-resolution pixels
loos lo1, 110 If the value of g is not equal to the value of hqq, their difference in value affects the
current decision for the value of 1. Similarly, differences in value between |5 and hy, between | g
and hs;, between I, and h, and between |5, and hq; aso affect the decision for the current value.
Specifically, the quantity

4hgy + 2(hogthzy) + hag + (W11l g0) + 2(h21—110) + (N31=110) + 2(N1o—1 o) + (h13—101) (B-1)
or, equivalently,
4hgy + 2(h1o+thpthogthay) + (hyg+higthg+has) =3(1gi+ 10) — loo (B-2)

is formed. Figure B-2 shows graphically the weightings in the latter form of the expression.
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Figure B-2 — Pixels weightings

Assuming foreground and background are equally likely and that pixels are statistically independent, the
expected value of expression B.2 is 4.5. Pixel |4, is tentatively decided to be 1 if and only if expression
B.2 is greater than 4.5. (It must be integer.)

B.2 Exceptions

B.2.1 Edge preservation

Preserving edges is the most basic of the motivations for introducing exceptions. The defined edge
exceptions help to make edges of continuous color regions straight rather than zig-zag no matter whether
the edge occurs on an even or odd high-resolution line or an even or odd high-resolution column. The
contexts for the 132 edge exceptions are listed below in hexadecimal. Pixel colors are mapped to these
integer contexts via the bit-significance map of Figure 4. For all 132 of the listed contexts the actual
color chosen is reversed from that given by the genera rule.

0x007
OxcOf
0xc27
Oxad7
0x44b
0x659
0x287
0Oxcc9
0x707
0xb49
Oxbb6

0x207
OxeOf
Oxe27
Oxc4a7
0x64b
Oxab9
0x487
Oxec9
0x907
0xd49
0xf b6

0x407
0x617
0Ox62f
Oxe47
Oxadb
0xc59
0x687
0Ox6¢b
0xb07
Oxf 49
0xdb8

0x607
Oxal7
Oxa2f

0x049
Oxc4b
0xe59
Oxa87
Oxach
0xdo7
0x578
0x5d0

0x807
oxcl7
Oxc2f
0x249
Oxedb
0x65b
0xc87
Oxccb
oxf 07
0oxd78
0x5d8

0Oxa07
Oxel7
Oxe2f

0x449
0x24d
Oxe5b
0Oxe87
Oxecb
0x334
0x396
0xdd8

0xc07
Ox61f

0x637
0x649
0x44d
0x269
0x8b6
0x6d9
0x336
0xb96
0x5e8

0Oxe07
Oxelf

0xe37
0x849
0x64d
0x469
Oxab6
Oxed9
0xb36
0x3a6
0x5f0

0x20f 0x40f 0x60f OxaOf
0x227 0x427 0x627 0xa27
0x247 0x447 0x647 0x847
Oxa49 0xc49 0xed9 0x24b
0x84d Oxadd Oxc4d Oxe4dd
0x669 0xab69 0xc69 0xe69
0x2c9 0x4c9 0x6c9 Oxac9
0x8f 8 Oxcf8 0x307 0x507
0x349 0x549 0x749 0x949
Oxbb2 0x3b4 0Oxbb4 0x3b6
Oxdf 0 Ox5f8 0Oxdf8 Oxff8

B.2.2 Line preservation

Vertical and horizontal lines are preserved by the general rule and by the edge exceptions. The defined
line exceptions help preserve linkage along slanted lines. The line exceptions are important for quality
on text images. The 420 line exceptions are listed below.

0x003
0x170
0x22a
0x291
0x323
Ox3ad

0x009
0x186
0x22e
0x294
0x327
0x3c0

0x00a
0x194
0x231
0x2a4
0x350
0x3cl

0x022
Oxla2
0x235
0x2a8
0x35b
0x3c2

0x088 0x0a6
Ox1a8 0x1cO
0x236 0x24a
0x2dd 0x2e0
0x35f 0x36b
0x3c4 0x3c8

60

0x0e8 0x0ee
0x20a 0x20e
0x24f 0x252
Ox2ed Ox2ee
0x36e 0x376
0x3c9 0x3dd

0x116
0x215
0x254
0x311
0x377
0x3e0

0x124
0x21c
0x270
0x312
0x388
0x3f5

0x158
0x21d
0x277
0x318
0x394
0x40a

0x168
0x223
0x289
0x322
Ox3ab
0x40e



Ox41c
0x48a
0x511
0x564
0x5f5
0x670
0x6b1
0x722
0x73c
Ox7a7
0x7d9
0x84a
0x90f
0x969
Oxalc
0xa70
Oxae2
0Oxb31
0xbb0
Oxbe4
Oxch54
Oxca6
0xd12
0xd34
0Oxdc9
Oxe31
Oxe8f
Oxf 17
Oxf bl

B.2.3

0x423
0x491
0x512
0x570
0x60e
0x677
0x6b2
0x725
0x757
0x7b4
0x7dc
0x866
0x916
0x970
0Oxa23
Oxa74
Oxae4d
Oxb5b
0Oxbb5
Oxbe8
Oxc5c
Oxcac
0xd18
0Oxd64
Oxdca
Oxeda
0Oxe91
Oxf 18
0xfc9

0x431
0x494
0x514
0x577
Ox61c
0x678
0x6b4
0x726
0x759
0Ox7cl
Ox7dd
0x86d
0x922
0x986
Oxa2a
Oxa77
Oxae8
Oxb6b
OxbcO
Oxbf 5
Oxc6b
Oxcca
0xd19
oxd77
Oxdce
Oxe4f
0xe94
Oxf 22
Oxfcb

Ox44a
Ox4a2
0x518
0x588
0x623
0x679
0x6b8
0x727
0x75d
0Ox7c2
0x7e8
0x888
0x924
0x987
Oxaz2e
0xa88
Oxaed
Oxb6e
Oxbc1l
OxcOa
0xc70
Oxcdl
Oxdif
0xd88
Oxddc
0Oxeb52
0xe97
Oxf 27
Oxf d9

Ox44f
Ox4a4
Ox51f
0x589
0x631
0x689
Ox6cf
0x72c
Ox75f
0x7c4
0x7e9
0x889
0x925
0x988
Oxa31
0Oxa89
Oxaee
0xb76
Oxbc2
OxcOe
0oxc77
Oxcd4
0xd22
Oxd8f
Oxde2
0Oxeb57
Oxea4d
Oxf 2f
Oxf dd

Periodic pattern preservation

0x451
Ox4ca
0x522
0x58f
Ox64a
0x68f
0x6dd
Ox72f
0x764
0x7c8
0Ox7f0
0x890
0x947
0x994
Oxa32
Oxa8f
Oxb11
0xb88
Oxbc4
Oxclc
0xc88
Oxcdd
0xd23
0xd91
Oxde3
Oxebd
Oxea7
Oxf 37
Oxf e7

0x452
Ox4d1
0x524
Ox5a4
0Ox64f
0x691
0Ox6e9
0x733
0Ox776
0x7c9
Ox7f5
Ox8a4
0x94b
0x9b0
Oxa35
Oxa9l
Oxb12
0xb89
Oxbc8
0xc22
0xc89
OxceO
0xd24
Oxda2
Oxde4
Oxe5f
Oxecf
Oxf 59
Oxf e9

0x453
0x4d8
0x525
Ox5ab
0x652
0x694
0Ox6f 0
0x734
ox777
0x7cb
0x80e
0x8c7
0x94d
0x9cO0
Oxada
0Oxa94
0xb13
0xb91
Oxbc9
0xc23
Oxc8a
Oxce4d
0xd25
Oxda4
Oxdf 1
Oxe6b
OxeeO
Oxf 5f
Oxf eb

0x454
Ox4dd
0x526
0x5c9
0x657
0x696
0x711
0x735
0x788
0x7d0
0x822
0x8c8
0x94f
0x9c1
Oxaaf
Oxaa4d
0xb18
Oxba8
0OxbdO
0Oxc31
0Oxc91l
Oxce7
0xd26
Oxda6
Oxdf 5
Oxe6f
Oxee9
Oxf 77
Oxf ed

0x470
0x4e0
0x527
Ox5ce
0x65d
0x697
0x712
0x736
0x792
0Ox7d1
0x823
0x8cc
0x958
0x9c4
Oxab2
Oxaa7
0xb22
Oxbab
Oxbdd
Oxc4da
0xc94
Oxce9
0xd27
Oxdab
OxeOe
0xe70
Oxeef
Oxf 88
Oxff5
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0x477
Ox4e7
0x52c
Ox5dc
0x66b
Ox6a7
0x717
0x737
0x799
0x7d2
0x826
0x8e0
0x964
OxaOa
Oxab54
Oxadd
Oxb27
Oxbac
OxbeO
Oxc4f
0xc98
Oxcee
0Oxd2c
Oxdac
Oxelc
0Oxe79
Oxf11
Oxf a7
Oxff6

0x489
Ox4ee
Ox55f
0Ox5e3
Ox66f
0x6b0
0x718
0x738
Ox7a6
0x7d8
0x830
Ox8ee
0x968
OxaOe
Oxab6
OxaeO
Oxb2e
Oxbad
Oxbe2
0xch52
Oxca4
Oxd11
0xd31
0xdbO
0Oxe23
0xe89
Oxf 12
Oxf af
Oxffc

Most periodic patterns are preserved by the genera rule. Some exceptions are needed, however, for
better performance in regions of transition to and from periodic patterns. The 10 periodic-pattern

exceptions are listed below.

0x638 0xa38 0x692 0xc92 Oxaaa Oxcaa 0xb55 0xd55 0x36d 0x5c7

B.2.4

Dither pattern preservation

The 12 dither-pattern exceptions help preserve very low density or very high density dithering, i.e.,
isolated background or foreground pixels. They are listed below.

0x010 0x028 0x082 0x085 Oxeba Oxebd 0x142 0x145 Oxf7a Oxf7d Oxfd7 Oxfef
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ANNEX C
Adaptive template changes

(This annex does not form an integral part of this Specification.)

C.l1 General

The technique described in this annex is computationally simple and makes good determinations of
when an AT pixel change is desirable. It will provide substantial coding gain, sometimes as much as a
factor of two, on images containing halftoning.

The description assumes My =0, that is, that only on-line movement of the AT pixel is allowed. (The
suggested minimum support is only for this situation.) A generalization for My#0 is obvious, but the
resulting algorithm has not been tested and with My large the required encoder processing is substantial.

The agorithm checks at the beginning of each stripe to see which of the AT pixels has the greatest
predictive value for the target pixel. Whenever an AT pixel not currently configured into the template is
found to have much greater predictive value than the one that is, a switch might be desirable. It is
essential though that any such template switches only be made infrequently and for strong reason.
Whenever a template switch is made, the probability estimates maintained by the arithmetic coder
become poor until sufficient time passes for readaptation to occur.

Cc.2 Differential layers

Figures C-1 and C-2 provide a flow diagram for AT processing in a differential layer. An array of
counters is used to measure predictive value. Counter ¢, , n=0 or 3<sn<My, counts the number of
polarity coincidences between the target pixel and candidate AT pixel n. Candidate AT pixel O is the
default AT pixel. Candidate pixels n, 3sn<My are pixels at x=n and 1y=0. A polarity coincidence is
said to have occurred whenever both pixels are background or both are foreground.

The flow diagram of Figures C-1 and C-2 is executed once at the beginning of each stripe. The
counters are reset to zero and coincidences are counted until a the end of some line, the maximum
possible count is greater than or egual to 2048. When this count is reached, a nest of conditions is
checked and if all of them are satisfied a template switch is made. Otherwise, the template is left as it
was for at least the remainder of the stripe.

Only checking once per stripe for a possible template switch is a reasonable way to save computation if
the number of stripes per image is not appreciably smaller than the suggested number, 35. If there are
just a few stripes per image, or, especialy, if there is only one stripe per image, continual or periodic
checking within each stripe might be needed.

At very low resolutions there may not be 2048 pixels in a stripe. In this case, no AT template changes
will be made with this algorithm. Such behavior is probably desirable. With too few pixels the data is
noisy and can not provide reliable guidance on where to move the AT pixel.

If it has been determined that an AT switch is desirable, there are two reasonable choices for when to
make it effective. The simplest is to make the switch effective at the start of the next line. This
approach provides the greatest coding gain, but requires either that AT processing be done in a prepass
or that the SCD for a given stripe be buffered by an encoder so as to be able to precede it by an
ATMOVE marker segment if an AT switch is found desirable while coding that stripe. Alternatively, at a
very dlight loss in coding efficiency (assuming again a reasonable number of stripes per image), the
switch can be made effective at the beginning (yar = 0) of the next stripe. In this case, the AT marker
segment need not appear until the beginning of that stripe and pipelining the encoder is again possible.
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Cc3 Lowest resolution layer

AT processing in the lowest resolution layer can be done almost identically to that described in the
clause above for differential layers. There are only three changes that need to be made to Figure C.1.
First, remove the condition DPVALUE = 2 from the block in the middle of Figure C.1. Second, replace
the condition x=My with My<x<Xy4—-2. Lastly, appropriately change the set over which the counter
index n varies.

Top stripe ?

T0|d=0|d vaue To|d=0

Read PI X, TPVALUE, DPVALUE

$

TPVALUE = 2
and

DPVALUE = 2
and
M, ?

No

| Yes
Call = Can*!
For all n with polarity coincidence:
Ch= cn+1

y=y+l

Call CHECK

|

Figure C-1 — Flow diagram for AT
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$

Crrax = max{ ¢ Cq 7 CMX}

Crin = min{co,cg, T CMX}

Clmax = MaX{Ca. """ Oyt

Cimin = min{c,, " " CMX}
Cold = S &N = Toig

LP— smallest T such that:

CTZC}\fOI’all)\iT

$

Are all the following satisfied ?
CallCrmax < (ca”>>3)

Cmax old ~ CallCmax

CmaxCold > (Ca1>>4) No
Cmax CallCold) > CallCmax
Cmax (Call old) > (Cai>>4

Crmax Cmin ~ (€311>>2)

#0 or Cimax Cimi n>(call>>3)

| Yes

Switch 1 AT

0 Trrax

|

Figure C-2 — Flow diagram for the procedure CHECK
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ANNEX D
Design of the probability-estimation table

(This annex does not form an integral part of this Specification.)

D.1 Bayesian estimation

Let Xo, X1, -+ be a sequence of independent, identically distributed, binary random variables taking on
the values 1 and O with probabilities p; and po=(1-p,). Let ny(k) denote the nhumber of ones in the
seguence Xg,Xq, "+ ,X%-1 and let ng(k) denote the number of zeroes in that same sequence. (Hence
no(k)+ny(k)=k.) If p, is itself a random variable with a uniform distribution on [0.0,1.0], then the
Bayesian estimate p(k) of p; given an observation Xg,X1, - - ,Xc-1 IS given by
« ny(k)+1
k) = . D-1
Pa(k) NOEERGE (b-1)
The estimate
5.(K) = na(k)+d D2
pl( )_ n1(k)+6+n0(k)+6 ( - )

with 6 J(0,1) is also a Bayesian estimate, but for a particular apriori distribution of p; that instead of
being uniform on [0,1] makes values of p; near 0 and 1 more likely than values near 0.5. The smaller
the value of d is, the more skewed toward 0 and 1 this probability density is.

D.2 Multiple contexts

The arithmetic coder of this Specification operates in an environment of multiple contexts. In coding
Pl X (k) it is supplied with a context CX (k). A Bayesian estimate of the probability py(k) that Pl X (k)
will be 1 is provided by

Nycx(K)+0

Palk) = Ny cx (K)+0+ngcx (k)+0 (03

where  is again a free parameter in (0,1), nycx(k) denotes the number of times PI X(i), i O[0,k—1], has
been 1 in the context CX, and ngcx(K) is similarly defined for O.

For ease of presentation in the remainder of this annex, a single context environment will be assumed,
but all the concepts and formulas to be developed are trivially generalizable for multiple contexts in the
same way equation D-3 generalizes equation D-2.

D.3 MPS/LPS parameterization

It is convenient to reparameterize equation D-2. Let MPS (k) equal 1 or O as there are respectively more
ones or zeros in the sequence Xg, X1, " -+ ,%-1 . (If there are an equal number, MPS(k) can be
defined as either 0 or 1.) Then

5 k), i k)=
btk :{ PLes (k) if MPS(k)=0

1-pLps(k), if MPS(k)=1 (D-4)
where
A _ Neps(k)+0
Pes(k) = SR nms )75 (D-5)

and n ps(k) and nyps(k) are counts for, respectively, the more probable and less probable symbols in
XO!le v !Xk—l
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Iterations for n ps(k), Nups(k), and MPS (k) are provided by

{ nps(k)+1, if X #MPS(K) and nips(k)#nups(k)

Nesk+D) = 1 oo(k),  otherwise (D-6)
{ Nups(K)+1, if x=MPS(k) or nips(k)=nmps(k)

Mes(k+1) = es(k),  otherwise (0-7)

and

1-MPS(k), if %#MPS(k) and nps(k)=nups(k)

MPS(k+1) =1 Mps(k),  otherwise (D-8)

D.4 Rapid tracking

The estimate of P ps given by D-5 is a Bayesian estimate and an excellent estimate if as assumed in its
derivation the sequence xq, X4, - - - is stationary. However, in the application of arithmetic coding in
this Specification, the input might not be stationary and can change its statistical nature as different
portions of an image are coded. For good coding efficiency it is important that the probability estimator
track changes in input statistics. The problem with the estimate D-5 of P ps in a non-stationary
environment is that it becomes "stuck." Once n ps and nyps have built up to large numbers, it takes
many contrary observations to appreciably change Py ps.

At the same time, of course, accurate (not noisy) estimation in the steady-state environment is also
desired. An excellent compromise between rapid tracking and accurate steady-state estimation can be
achieved by clamping n ps. When the iteration D-6, D-7, D-8 drives n ps over some threshold, then
both it and nyps are proportionately scaled back. Since the scaling is proportionate, it does not affect
PLps. It does, however, keep n ps and nyps small so that response to changing underlying statistics is
rapid. The exact setting of the clamping threshold to trigger proportionate scaling allows making a
tradeoff between rapid tracking and estimation accuracy. Small thresholds favor rapid tracking and large
ones favor estimation accuracy.

D.5 Reducing computational burden

Table 24 in effect defines a probability estimator. This estimator imitates the clamped version of the
iteration D-6, D-7, D-8 just discussed. Importantly though, this imitation is done in such a way as to
minimize computational burden.

Figures D-1A and D-1B show the same plot, but at two different vertica resolutions differing by a
factor of 1000. This plot shows graphicaly, in n_ps—yps Space, the data that is presented tabularly in
Table 24. There are 113 solid color squares in the plot and each corresponds to one of the states shown
in Table 24. Each of these states has a probability estimate p,ps associated with it via equation D-5.
The value of & was chosen as .45 by experimental optimization. For later graphical convenience, the
point (—6,—9) is shown as a circle in Figures D-1A and D-1B. All lines radiating from this point are
lines of constant probability.
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Figure D-1A — Probability estimator statesin n_ps—yps Space: Maximum plotted nyps value = 25
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" ps
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Figure D-1B — Probability estimator statesin n_ps—nyps space: Maximum plotted nyps value = 25000
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The column labeled LSZ in Table 24 is obtained to first approximation by using equation 8 (clause
6.8.1.2). The coding interval A has a probability density that is well approximated as being inversely
proportional to A so that A in equation 8 (clause 6.8.1.2) is

0,721 x Ox 10000=0xb 893 (D-9)

The actually entries in Table 24 differ from P ps x0xb893 by a few percent because some further
experimental optimization has been performed.

When the MPS is received, ideally nyps should be incremented by 1 asin equation D-7. However, such
an approach would lead to an unreasonably large number of states. Instead (see reference F-7)
movement downward in plot D-1 is conditioned on there being a renormalization. Let

a = A/0x 10000 (D-10)

denote the normalized A register size. The probability Pgy of an MPS driven renormalization is given
by

Prv = Pr{(1-p)a < (¥2)}
= Pr{a < (¥2)/(1-p)}
= 10gx(1/(1-p)) (D-11)

where the random variable a has again been assumed to have a density on [.5,1.0) inversely proportional
to a. In any vertical column the distance between any two states is equal to 1/Pry Where Pgy is as
given by D-11 with p equal to pps for the upper of the two states. This large increment exactly
compensates for the fact that nyps is only being changed with probability Pry .

When the current state is at the bottom of its column, it is of course impossible to go lower in that
column by 1/Pgy. In plot D-1 such states have immediately below them an open square marking where
the MPS update would like to drive nyps. This desired point is connected by a dashed line to the state
actually moved to. Note that the dashed lines all radiate towards the circle at (—9,-8) and thus the
remapping changes Pps as little as possible.

When the LPS is received, there is always a renormalization and the nominal movement in N ps—Nyps
space is to (N pst+1,Nyps) . Such points are also shown as open squares in plot D-1. In all cases these
open squares do not coincide with any available state and must be remapped. When the nominal update
is "interna” to the area in n_ps—nyps Space covered by the available states, the remapping is done by a
vertical movement to the nearest (in a P_ps Sense) available state. Such mappings are shown by dotted
lines. When the nominal update is "external,” clamping as described in clause D.4 is desirable and the
remapping is to an avalable state in the column one to the left of the nominal point. Agan the
particular point chosen in this column is nearest to the nominal point in a Pps Sense. Externa
remappings like this are a'so shown as dotted lines in plot D-1.

There is one state that maps back into itself on receipt of an MPS. It is shown with a circle around it
and only appears with the large scaling of Figure D-1B. This state has the smallest associated probability
of any of the states (approximately 0,00002) and there is no better state to transition to upon receipt of
the MPS.

The effective clamping threshold is a weak function of nyps and hence pps. Values of p ps near 1/2
are estimated with less noise but hence less tracking ability than values near 0. This behavior was found
to be desirable in designing a common arithmetic encoder for both this Specification and also
ISO/IEC—10918. For the application of this Specification, rapid tracking is of relatively more
importance whereas in 1SO/IEC—10918 estimation quality is of relatively more importance.
Conveniently, the values of p_ps encountered in the application of this Specification are much smaller
than those encountered in the application of 1SO/IEC—10918. Having the clamping threshold become
somewhat smaller for small p_ps in effect automatically provides the desired behavior in each of the two
different Specifications.
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ANNEX E
Patents

(This annex does not form an integral part of this Specification.)

The user’s attention is called to the possibility that compliance with this Specification may require use of
an invention covered by patent rights.

By publication of this Specification, no position is taken with respect to the validity of the claim or of
any patent rights in connection therewith. However, for each patent listed in this Annex, the patent
holder has filed with the Information Technology Task Force (ITTF) a statement of willingness to grant
a license under these rights on reasonable and non-discriminatory terms and condition to application
desiring to obtain such alicense.

The criteria for including patents in this Annex are:

1. The patent has been identified by someone who is familiar with the technical fields relevant to this
Specification, and who believes use of the invention covered by the patent is required for
implementation of one or more of the coding processes specified.

2. The patent holder has filed a letter with the ITTF stating willingness to grant a license to an
unlimited number of applicants throughout the world under reasonable terms and conditions that
are demonstrably free of any unfair discrimination.

This list of patents shall be updated during preparation and maintenance of this Specification. During
preparation, the list shall be updated upon publication of the DIS and any subsequent revisions, and
upon publication of the IS. During maintenance, the list shall be updated, if necessary, upon any
revisions to the IS,

Only patents in the home countries of the patent-holding corporations are listed. In many cases foreign
filings have been made.

1. IBM, "A method and means for pipeline decoding of the high to low order pairwise combined
digits of a decodable set of relatively shifted finite number of strings,” US 4295125, Oct. 13,
1981.

2. IBM, "A method and means for carry-over control in a high order to low order combining of
digits of a decodable set of relatively shifted finite number strings,” US 4463342, July 31, 1984.

3. IBM, "High-speed arithmetic compression using concurrent value updating,” US 4467317, August
21, 1984.

4. 1BM, "Method and means for arithmetic coding using a reduced number of operations,” US
4286256, August 25, 1981.

5. IBM, "A multiplication-free multi-alphabet arithmetic code,” US 4652856, Feb. 4, 1986.

6. IBM, "Symmetrical adaptive data compression/decompression system,” US 4633490, Dec. 30,
1986.

7. 1BM, "Arithmetic coding data compression/de-compression by selectively employed, diverse
arithmetic encoders and decoders,” US 4891643, January 2, 1990.

8. IBM, "System for compression bi-level data,” US 4901363, February 13, 1990.
9. IBM, "Arithmetic coding encoder and decoder system,” US 4905297, February 27, 1990.
10. IBM, "Probability adaptation for arithmetic coders,” US 4935882, June 19, 1990.
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IBM, "Probability estimation based on decision history," pending in US.

IBM, "Method and apparatus for processing pel signals of an image,” US 4982292, January 1,
1991.

AT&T, "Progressive transmission of high resolution two-tone facsimile images,” US 4870497,
September 26, 1989.

AT&T, "Edge decomposition for the transmission of high resolution facsimile images” US
4873577, October 10, 1989.

AT&T, "Adaptive probability estimator for entropy encoder/decoder,” US 5025258, June 18, 1991.

AT&T, "Efficient encoding/decoding in the decomposition and recomposition of a high resolution
image utilizing its low resolution replica,” US 4979049, December 18, 1990.

AT&T, "Efficient encoding/decoding in the decomposition and recomposition of a high resolution
image utilizing pixel clusters,” US 5031053, July 9, 1991.

AT&T, "Entropy encoder/decoder including a context extractor,” US 5023611, June 11, 1991.

AT&T, "Method and apparatus for carry-over control in arithmetic entropy coding,” US 4973961,
November 27, 1990.

KDD, "Methods for reduced-sized images', Japan Application No. 63-212432, pending in Japan.

KDD, "Image reduction system”, Japan Application No. 1-167033, joint with Canon, pending in
Japan.

Mitsubishi, "Facsimile encoding communication system,” Japan 1251403, July 6, 1984.

Mitsubishi, "Encoding method,” pending in Japan.

Canon, "Image reduction system", Japan Application No. 1-167033, joint with KDD, pending in
Japan.
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